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Foreword 
Sharing or threatening to share intimate images without consent is 
a widespread form of technology-facilitated gender-based violence 
(TFGBV) that is escalating at an alarming rate worldwide. Women, 
girls and LGBTQI+ people are disproportionately afected by Intimate 
Image Abuse (IIA). However, recently a worrying trend has surfaced 
with young men and boys increasingly experiencing IIA linked to 
fnancial sexual extortion or “sextortion”. Moreover, while the rapid 
advancement of generative AI systems is providing transformative 
opportunities and benefts, their capability to generate highly realistic 
synthetic images has provided a novel way for perpetrators to commit 
IIA. 

The impact of IIA is devastating. Victim-survivors are lef feeling 
isolated, and may withdraw from civic and political spaces, disengage 
from school or work, and sufer setbacks to their careers. IIA can 
also cause harm to their mental and physical health such as anxiety 
and chronic stress. The impact of IIA may also extend to blackmail 
or femicide. At a societal level, IIA may deepen harmful social norms 
around gender and sexuality, including the normalisation of sexual 
violence linked to the rise in online misogynistic content. This, in turn, 
may be exploited by extremist actors, contributing to environments in 
which violence ofine becomes more likely.  

There is international recognition of the need to take concrete action 
to prevent and mitigate the risk of TFGBV including IIA. Looking 
at solutions, the Global Partnership for Action on Gender-Based 
Online Harassment and Abuse (Global Partnership) is pleased to have 
reviewed this landscape analysis of the tools that exist to prevent and 
mitigate IIA as well as provide support to victim-survivors. This report 
does not necessarily represent the views of the Global Partnership’s 
member states or Advisory Group. 
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This analysis reviews how various actors have contributed to the non-
consensual creation and spread of IIA. This analysis will further evaluate 
the AI-models and tools available to prevent and mitigate IIA. 
Some takeaways: 

• While Generative AI technologies present signifcant 
opportunities across a wide range of applications, these 
technologies have also dramatically lowered barriers to 
creating harmful content, disproportionately impacting 
women, girls and marginalised communities. A survivor-
centric approach requires implementing robust safety-
by-design principles, such as such as pre-emptive 
moderation, user consent protocols and harm mitigation 
tools, that protect potential victims before harm occurs. 
It also requires ensuring that victim-survivors have 
agency in how their experiences are addressed and 
what support they receive. 

• Platform reporting mechanisms ofen fail to adequately 
protect and support victim-survivors at their most 
vulnerable moments, with many receiving no response, 
which may compound the trauma they are experiencing. 
To truly centre victim-survivors’ needs, platforms should 
implement standardised, accessible reporting practices, 
culturally-aware and trauma-informed response 
systems, and dedicated pathways that prioritise victim-
survivors’ dignity, agency and well-being throughout the 
reporting process. 

• Cross-border jurisdictional challenges create signifcant 
barriers for victim-survivors seeking justice, especially 
when perpetrators operate across diferent countries. 
Supporting victim-survivors requires coordinated 
international approaches to enforcement, harmonised 
legal frameworks that priorities removal of illegal content 
and survivor support, and global collaboration that 
centres victim-survivors’ experiences while respecting 
their autonomy and privacy throughout the reporting 
and recovery journey. 
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We are grateful to the team at Humane Intelligence for carrying out the 
analysis and to all those who participated in consultations related to this work. 

About the Global Partnership 

Formally launched at the 66th Commission on the Status of Women in 
March 2022, the Global Partnership for Action on Gender-Based Online 
Harassment and Abuse (Global Partnership) has grown to 15 countries that 
together have committed to prioritise, understand, prevent, and address the 
growing scourge of TFGBV. It works with a multi-stakeholder Advisory Group 
composed of survivors, leaders, and experts from civil society, research and 
academia, the private sector, and international organisations including the 
UN. The Global Partnership is majority-based decision-making organisation. 
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Summary:
IIA Tools Landscape 
Analysis 
Intimate image abuse (IIA) is one of the most common forms of 
TFGBV and is of growing concern around the world. IIA consists 
of a broad range of abusive behaviours, including sexual abuse, 
through the creation and non-consensual distribution of images, or 
threats thereof. It is characterised by the non-consensual creation, 
possession, sharing and threatening to share intimate images and 
videos, including manipulated images and videos of the victim-
survivor.1 

Through interviews, workshops, and literature reviews, this report 
aims to provide actionable insights for improving technology-
facilitated responses to IIA worldwide, with an emphasis on global 
multi-stakeholder collaboration and localised solutions. 

This report presents fndings and recommendations 
from a landscape analysis on intimate image abuse 
(IIA) commissioned by the Foreign, Commonwealth & 
Development Ofce (FCDO) and Department for Science, 
Innovation and Technology. (DSIT). The analysis took place 
between November 2024 and March 2025 and involved 
a secondary literature review, key informant interviews and 
two in-country participatory workshops in Colombia and 
Nigeria with a focus on multi-stakeholder engagement. 

As with all forms of gender-based violence (GBV), IIA is fuelled 
by deeply rooted structural gender inequality and corresponding 
power imbalances. They may aim to discredit or defame the 
victim-survivor, achieve status among their peers, gain monetary 
and/or sexual gratifcation by extorting money or sexually explicit 
images. Anyone can experience IIA, however women and girls are 
disproportionately afected, as they are with other forms of GBV. 
In particular, women who are/have been in intimate relationships, 
women with high public visibility such as journalists, politicians, 
and human rights defenders, and women and girls who experience 
intersecting oppressions are more likely to experience IIA. 
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Perpetrators can be known to victims-survivors or be complete strangers. 
Perpetrators’ motivations vary and can include an intention to cause distress, 
discredit or defame the victim-survivor, achieve status among their peers, 
or gain monetary and/or sexual gratifcation by extorting money, or sexually 
explicit images. 

IIA has devastating individual impacts on victims-survivors, leaving them 
feeling isolated, with many severely restricting their online and ofine 
interactions as a result. These impacts are seen across workplaces 
and sectors, negatively impacting on women’s right to participate in 
public and political life. IIA, as evidenced with TFGBV more broadly, is 
deepening harmful social norms around gender and sexuality, including 
the normalisation of sexual violence linked to the rise in online misogynistic 
content, and is exacerbating social norms and gender biases that drive other 
forms of GBV, ofen in racist and discriminatory ways.2 

It is important to view the rapid proliferation, afordability, and accessibility 
of generative artifcial intelligence (AI) systems that contribute to the rise in 
IIA within a context of online misogyny and the deepening social divides 
it creates. Multi-modal foundation models (MFMs) are large models that 
generate outputs of all types, including text, images, and voice. The increased 
availability of products using these models has lowered the barrier to creating 
more realistic images that do harm. Amplifed by generative AI, images 
of individuals digitally altered without their consent, i.e. deepfakes, have 
increased rapidly in number over the past few years. 

Multiple stakeholders play a key role in mitigating IIA online. Generative AI 
tools are used to generate the harmful content and must implement checks 
and reporting systems to ensure that their tools are not used for malicious 
purposes. Social media and communication platforms are where the abuse 
occurs and must implement reporting systems, safety and privacy measures. 
NGOs and third-party tools ofer advocacy, support, and legal services when 
platforms fail to act, although with constrained resources and support. In 
the regulatory space, around 85 countries have some form of legislation 
surrounding IIA,3 while the new UN Cybercrime Convention establishes IIA as 
an international cybercrime and provides a framework for states to act. Some 
countries also provide resources like helplines and legal protection for victims 
and online safety regulators to hold tech companies accountable. 

While numerous organisations have developed glossaries and defnitions 
around TFGBV, technology platforms lack an implementation-focused 
framework for addressing these harms. Current resources ofen focus on 
policy or advocacy perspectives rather than technical operationalisation. This 
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gap leaves platforms without standardised guidance on how various forms 
of abuse occur, and therefore, how to prevent them. To address this, this 
analysis has developed a TFGBV taxonomy which outlines the defnitions of 
diferent forms of abuse, the motivations behind them, and their potential 
consequences. 

Finally, key fndings and recommendations identifed in the report are as 
follows: 

1. Insufcient guardrails on generative AI tools have dramatically 
lowered barriers to creating harmful content, with open-source 
models posing particular risks. The proliferation of generative AI 
technology has made creation of realistic deepfakes increasingly 
easy. While reliable statistics with clear methodology on the rate 
of increase are difcult to fnd, one security company estimates 
that explicit deepfakes increased fourfold over the span of a year 
from 2022 to 2023.4 Open-source models present especially 
concerning risks as they can be downloaded by users from the 
internet, run on their local resources, and be fne-tuned specifcally 
for creating IIA, circumventing the safeguards that might exist in 
commercial models. This highlights the need for more survivor-
centric design on these platforms, including safety checks on 
generative AI tools, and user education when downloading open-
source models. 

2. Platform reporting mechanisms show serious defciencies 
in responsiveness and efectiveness. Social media and 
communication platforms ofen fail to adequately address reports 
of IIA, with response times varying from hours to weeks. In a 
survey by Refuge, over half the victims-survivors who submitted 
reports to platforms did not receive any update, and 50% of 
users who did receive responses were informed that their intimate 
images did not violate policies.5 There is a strong need for social 
media companies to adopt Safety by Design principles, establish 
better reporting mechanisms, create and employ standardised 
reporting practices across platforms, and have dedicated avenues 
for IIA reporting. These steps ensure that survivors have an easier, 
more supportive experience when navigating the internet. 

3. Cross-border nature of IIA creates signifcant jurisdictional 
challenges for enforcement. The global nature of online 
platforms combined with varied legal frameworks creates complex 
hurdles when perpetrators operate across diferent countries, with 
workshop fndings highlighting how legislative frameworks are not 
equipped to handle cases where images are stored on devices 
outside the associated country. 
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4.  End-to-end encryption technologies create tensions between 
privacy protection and safety enforcement. While providing 
important privacy protection, platforms using encryption are 
currently unable to scan for and proactively remove abusive 
content, creating environments where abuse in private groups 
ofen remains unaddressed due to limited reporting capabilities. 

5.  Signifcant gaps exist in legislative frameworks across 
diferent regions. Many countries lack comprehensive legislation 
specifcally addressing IIA,6 with workshop fndings from Colombia 
and Nigeria revealing fragmented provisions that create barriers 
for access to justice. Punitive legal approaches can inadvertently 
discourage reporting and support seeking. Workshop participants 
in Colombia noted that proposed legislative approaches modelled 
afer Mexico’s “Ley Olimpia” heavily favour criminal punishment 
over victim-survivor support and content removal, creating 
signifcant barriers to accessing justice. 

6.  NGOs and Third-party organisations face signifcant capacity 
challenges despite being critical support mechanisms. As 
discussed in a workshop, Jacarandas, an NGO in Colombia, 
reported receiving over 2,000 requests for support from survivors 
of IIA, double the volume handled by state resources (1,000), 
while operating with limited staf and funding. Better mapping 
of tools and resources created by third parties and NGOs would 
allow the demand to be spread more evenly. 

7.  Users require better education on what IIA is, how it 
proliferates, and its consequences, along with information 
about regional nuances. Social media and communication 
platforms should provide clear information and resources to raise 
awareness and empower survivor/victims as well as bystanders to 
report abuse efciently. Generative AI tools should educate users 
on AI tools and safety measures. Tools created by third parties 
and NGOs play a role in raising awareness of IIA risks, reducing 
the stigma associated with being a victim, and highlighting the 
potential consequences can empower survivor/victims to report 
abuse without fear of judgment. 

8. Technology-based solutions ofen make assumptions about 
users’ access and awareness. Many solutions fail to account for 
barriers like shared devices, inconsistent internet access, technical 
literacy levels, and language barriers, as highlighted in workshop 
fndings from Colombia and Nigeria. This also highlights the 
need for solutions that include humans to guide victim-survivors 
through the process. 

12 
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Understanding TFGBV 
TFGBV is an overarching term that refects the wide range of 
diferent technologies that can be used to perpetrate violence 
and abuse against women and girls. This umbrella term includes 
all forms of GBV that are facilitated online and through digital 
technologies, including harassment and abuse, image-based abuse, 
stalking and monitoring, and gendered disinformation, amongst 
many others. TFGBV is a pervasive problem worldwide and has 
been an exponentially growing concern over the past decade.7 

There is currently no globally agreed defnition of TFGBV. However, 
UN Women and the World Health Organisation, have been 
undertaking work to develop a common defnition of TFGBV 
through their global Joint Programme on Violence against Women 
(VAW) Data. A convening of an Expert Group meeting in 2022 
resulted in the following common defnition of TFGBV, also known 
as Technology Facilitated Violence Against Women, (TFWAV)8 as: 

“ 
…any act that is committed, assisted, aggravated, or 
amplifed by the use of information communication 
technologies or other digital tools, that results in or is likely 
to result in physical, sexual, psychological, social, political, 
or economic harm, or other infringements of rights and 
freedoms. ” 
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While evidence on the prevalence of TFGBV around the world is increasing, 
it remains limited at present. Although the global and regional studies are not 
comparable due to the diferences in methodology, they consistently show 
that prevalence of TFGBV is high, though estimates do vary.9 For example: 

•  A UN Women survey of Arab countries found that 16% of 
women had experienced online violence at least once in 
their lifetime, and that 60% of women who had experienced 
violence had experienced this in 2020-2021,10 

• A multi-country survey with women in sub-Saharan Africa 
found that 28% of women had experienced some form of 
online violence in their lifetime,11 and 

• An Amnesty International survey of women between the 
ages of 18-55 in 8 European and North American countries 
showed that 23% of experienced some form of online 
abuse or harassment.12 

Like other forms of GBV, TFGBV is driven by structural gender inequalities, 
gendered power imbalances, and patterns of toxic masculinity.13 The rise in 
internet use has allowed patriarchal structures to amplify inequalities online, 
enabling well-known harmful behaviours like stalking, controlling, and 
harassing to evolve into their digital counterparts. IIA is a form of TFGBV. 

TFGBV shares many of the same characteristics as other forms of GBV, 
however there are also distinct diferences, including the scale, speed and 
impact with which violence can happen. TFGBV can result in multiple layers 
of perpetration as harmful content and images are created, disseminated, 
and further shared or threatened to be shared by others, retraumatising 
victims-survivors.14 While TFGBV can afect people from all genders and 
backgrounds, women and girls are more at risk. Furthermore, some groups 
of women and girls are more at risk than others.15 
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• Women who are/have been in abusive intimate 
relationships can experience higher levels of TFGBV as 
current and former partners, who are predominantly men, 
are the perpetrators of TFGBV in many cases. A recent 
global report on TFGBV noted that the majority of online 
abuse experienced by women was carried out by current or 
former partners. It further found that high number of young 
people are reporting experiences of TFGBV in intimate 
partner violence.16 

• Women whose occupations require a public or online 
presence, such as journalists, politicians and human rights 
defenders are one group that are known to experience high 
levels of online abuse. A report by UNESCO and International 
Center for Journalists17 noted that 73% of women journalists 
experienced harassment in their line of work, while in the 
feld of politics, a study by the Inter-Parliamentary Union 
and the African Parliamentary Union reported that 46% of 
women politicians in Africa18 experienced online harassment. 
A survey of 90 women’s rights activists and human rights 
defenders from 14 countries in the Arab region in 2021 found 
that 70% of them received unwanted images or symbols 
with sexual content, while 62% of them reported receiving 
insulting and/or hateful messages.19 

• Women, girls and members of the LGBTQIA+ community 
who experience intersecting forms of marginalisation, 
discrimination and oppression are more likely to 
experience TFGBV. They can be targeted based on their race 
and ethnicity, religion, sexual orientation, gender identity, 
disability, and/or refugee status.20 

• 
There is a continuum of GBV, with online and ofine experiences overlapping 
and intersecting. For example, one in fve women journalists said that online 
abuse gave way to ofine harm such as death threats, vandalism, and 
surveillance.21 TFGBV also can threaten electoral integrity and serve as an 
impediment to women entering professions in the public sphere. 
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Methodology 

This landscape analysis took place 
between November 2024 and March 
2025. The methodology of this report is 
based on multiple sources, with expert 
interviews and in-country workshops as 
well as literature analysis. More detailed 
information of the methodology and data 
sources can be found in Appendix B. 

The section also highlights the report’s 
limitations. 
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Intimate Image Abuse 
and Generative AI 
What is intimate image abuse? 

Intimate image abuse (IIA) is one of the most common forms 
of TFGBV and is characterised by a broad range of abusive 
behaviours, including sexual abuse, through the creation and 
non-consensual distribution of images, or threats thereof. This 
includes: 

• non-consensual creation and distribution of 
intimate images (also known as non-consensual 
pornography), 

• non-consensual distribution of images and 
videos taken with prior consent 

• voyeurism/creepshots (also known as “upskirting” 
or “downblousing”), 

• sexual extortion, 
• unsolicited sexual images (also known as 

cyberfashing) 
• the documentation or broadcasting of sexual 

violence, and 
• non-consensually created artifcial sexual media, 

including sexual deepfakes.22 

It is also ofen referred to as image-based abuse (IBA), non-
consensual intimate images (NCII), or image-based sexual abuse 
(IBSA). Furthermore, as with other forms of TFGBV, IIA has 
distinct characteristics that relate to the online and digital nature 
of the abuse. 

While data on the pervasiveness IIA is limited, as with other 
forms of TFGBV, studies that exist show that prevalence is 
high. A global survey by Kaspersky in 2024 noted that 7% 
of respondents were a survivor of IIA, with a further 39% of 
respondents knowing someone who was a survivor.23 In the US, 
a survey in 2020 with 3,000 participants from all around the 
country, of which 54% were women, noted that 1 in 12 adults 



 

 

report being victims-survivors of IIA.24 A survey of 881 college-going women 
between the ages of 19-23 in South India by IT for Change in 2019 revealed 
that 30% of them had sexually explicit images shared without their consent.25 

Variations in factors such as ethnicity, age, sexual orientation, religion, and 
gender identity/expression strongly infuence abuse patterns, how the abuse 
manifests and spreads, whether a survivor or victim reports the abuse, and 
the kind of support they receive. The forms of IIA, the contexts that lead to its 
proliferation, and the way in which it is studied also varies globally. 

For example, in Global majority countries, IIA constitutes both images that are 
manipulated or shared online as well as unsolicited intimate images that are 
sent to victims-survivors. This type of violence is a signifcant source of IIA 
in these countries: according to a report by Ipsos that surveyed 18 countries 
primarily in Asia and South America, 28.1% of respondents had unwanted 
sexual images sent to them.26 In many studies, IIA is ofen viewed through 
the lens of being a subset of online harassment. In addition to quantitative 
studies, in-depth interviews and case studies are frequently used in Global 
majority countries to understand the unique contexts of IIA and its impact 
both online and ofine. In Malawi, for example, incidents of online violence 
ofen stem from ofine events that are amplifed on online platforms. Some 
of these cases result in public outrage, with women being compensated 
for the harm they have experienced. However, they can also lead to public 
resentment, especially when narratives emerge suggesting the women were 
attempting to ‘cash in’. The knowledge that they will be vilifed on social 
media can then discourage women from seeking justice.27 

The images that constitute IIA are also strongly infuenced by cultural views 
on gender and social norms. Even non-explicit images can have devastating 
implications in some parts of the world. For example, in the remote Kohistan 
region in Pakistan a woman was reportedly shot by her father and uncle 
following the proliferation of a digitally altered photograph of her holding 
hands with a man.28 Similarly, in Bangladesh, a manipulated deepfake of a 
woman politician in a bikini was assumed as real29 and criticised by citizens, 
refecting how cultural perceptions can be exploited by perpetrators. 

The consequences of IIA leave victims-survivors feeling isolated, with many 
severely restricting their online interactions. An internal study at a prominent 
social media platform noted that in India, 79% of its female users expressed 
concers about photo misuse as a reason for why they did not want to use the 
platform.30 A global survey that conducted interviews with victims-survivors 
of IIA describe the “relentless, constant nature” of the harms experienced, 
afecting their psychological state as well as the impacts on their personal and 
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professional lives. It described how many victims-survivors over-analysed all 
social interactions, constantly checked the internet, particularly pornographic 
websites and social media, out of fear that their images had been (re-)posted, 
and ofen to the detriment of their work.31 Some victims-survivors have 
reported that IIA had resulted in the loss of their job.32 This trend is also seen 
across workplaces and sectors, with politics being one of the areas where 
women are disproportionately impacted. In 2019, of 18 women politicians in 
the UK not running for re-election, at least 3 of them cited online abuse and 
IIA as a reason for stepping down.33 In Kenya, a reporter noted that “one day, 
you could be an ordinary journalist going about your reporting duties with 
zeal and dedication; the next day, the internet is fooded with your private 
pictures and videos and abusive comments from anonymous people who 
don’t have a clue of who you are. Unfortunately, what happens next is ofen 
self-censorship and reduced online engagement, which negatively afects 
career growth and income." 34 

The widespread occurrence of this type of abuse, along with the self-
imposed limitations individuals ofen resort to as a form of protection, 
underscores the far-reaching impact of IIA. It reveals how this issue extends 
beyond personal experiences and afects society at large, limiting the 
diversity of opinions, freedom of speech, and ultimately limiting the diversity 
of voices in public discourse and decision-making processes. 

Who Perpetrates IIA and How Does it Proliferate? 

Perpetrators of IIA can be someone known to the victim-survivor, like 
a current or ex-partner, a friend, family member or an acquaintance. 
Alternatively, IIA may be perpetrated by someone unknown to the victim-
survivor. 

In intimate relationships, perpetrators carry out the same well-known abusive 
and coercive behaviours to control, harass and intimidate victims-survivors. 
They use intimate images and videos to force the victim-survivor to stay in 
the relationship, or as a form of retribution. 

In situations where IIA is carried out by those unknown to victims-survivors, 
motivations may be a reaction to an opposing opinion or action an individual 
may publicly state. Women politicians, who are ofen in the public spotlight, 
are ofen targets of IIA from strangers on the internet who ofen disagree with 
their views: In the US, a study found that 1 in 6 congresswomen, or nearly 
16% of women who serve in Congress, have had non-consensual AI imagery 
generated of them.35 
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There are also state sponsors of IIA around the world. A report by Amnesty 
International titled “Being ourselves is too dangerous” investigates how state-
backed digital violence was employed against women and LGBTI activists in 
Thailand.36  The report details how spyware was used to illegally survey the 
activists, with their private images being leaked and how online harassment 
campaigns digitally altered their images to make them more explicit. 

In this analysis, motivations behind perpetrating IIA have been identifed to 
include: 

• harming, humiliating, shaming, isolating, and controlling the 
victim-survivor, 

• sexual gratifcation through extorting money, 
• achieve status among peers, 
• as a form of entertainment, 
• the need to reinforce existing stereotypes, 
• intent to spread mis/disinformation about a victim-survivor, 
• intent to silence the victim-survivor, 
• cause distress on social media platforms, or 
• as a threat to force someone to comply with a particular 

request. 

These attacks are efective because the perpetrators rely on social stigma, 
cultural norms, and victim-survivor blaming to bring deep shame and 
distress to the victim-survivor. Social media also plays a part in helping 
these narratives spread rapidly online, especially when the images are more 
believable and realistic, which in turn makes it more difcult to limit the 
damage done. 

The widespread nature of this abuse normalises harmful assumptions around 
both consensual and non-consensual intimate image sharing. The Kaspersky 
survey37 revealed that 30% of men who received intimate images believed 
that it granted them ownership, highlighting their lack of knowledge or 
consideration about consent, privacy and respect. Another survey found 
that perpetrators of IIA held the belief that non-consensual image sharing 
was fairly commonplace in nature, and therefore okay to do, and most 
perpetrators surveyed were unaware that it was even unlawful.38 

IIA can be perpetrated using a variety of tools, including generative AI 
tools that can create convincing or realistic images of the victim-survivor in 
compromised situations. Perpetrators use diferent types of communication 
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platforms to disseminate the content. On more open channels, such as 
public Facebook or X feeds, the perpetrator ofen tags the victim-survivor 
and publicises manipulated or private images and videos with the intent of 
spreading disinformation, humiliating the victim-survivor or tarnishing their 
reputation. 

In other scenarios, perpetrators share intimate images of women in large 
private messaging groups on platforms like WhatsApp or Telegram that the 
women are not even a part of. While in some cases, the perpetrators are not 
known to the victims-survivors, in other cases, perpetrators coerce women to 
send them intimate images of themselves,39 which they then share with the 
larger group. In 2021, a large Telegram group containing more than 10,000 
members was taken down, with the leader arrested for blackmailing at least 
74 women, some of them minors, to share intimate photos of themselves. 
Women who were victims-survivors in the South Korean Telegram group 
chats, that were dubbed “acquaintance humiliation rooms” described the 
impact on their daily lives despite the groups being taken down. They 
developed post-traumatic stress disorder (PTSD) and suicidal tendencies and 
had to live with the knowledge that the perpetrators who shared their images 
were ofen people they interacted with regularly.40 

Certain online movements around the world amplify 
misogynistic narratives and reinforce or worsen harmful norms 
around gender and violence. Videos making claims about a “war 
on men” and outdated ideas about “women’s place in society”41 

are easily accessible on social media platforms. Some of these 
videos were found to be accessible in as few as three clicks42 on 
a large social media platform. Results from an Australian study in 
2022 and an Irish study in 2024 evaluating two diferent social 
media platforms showed that boys and young men are also 
fed this content by recommendation algorithms.43 Researchers 
noted that such content was especially recommended when 
searching for content typically associated with masculine gender 
norms. By camoufaging their ideas in self-improvement videos 
related to body image, ftness, and fnancial success, and 
ofering advice on “what it means to be a man,” these infuencers 
can become role-models for their audience. This misogynistic 
discourse can erode principals of consent by promoting ideas 
of controlling or subjugating women. The pervasiveness of this 
content is becoming increasingly important to study, particularly 
in an era when more and more IIA is being perpetrated by 
teenage boys. In the US, multiple instances of teenagers 
creating explicit deepfakes of their classmates and teachers 
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were reported across schools in New Jersey, Washington, and 
California over the last year.44 In South Korea, over two thirds 
of the ofenders charged for producing deepfake imagery were 
teenagers.45 

The Impact of Generative AI 

A factor that has heavily infuenced the growth of IIA in recent times is the 
rapid proliferation, afordability and accessibility of generative AI systems. 
eSafety defnes generative AI as a term used to describe the process of using 
machine learning to create digital content such as new text, images, audio, 
video and multimodal simulations of experiences.46 By identifying patterns in 
the information it processes, it generates outputs of all types, including text, 
images, and voice. In a short period, generative AI has signifcantly reshaped 
the discourse surrounding artifcial intelligence, presenting potential benefts 
while at the same time introducing new forms of harm. 

The machine learning models used for this type of technology are called 
Multi-modal Foundation Models (also known as just foundation models and 
abbreviated as MFM) due to the signifcant amounts of data required to 
train them. This data is usually obtained by scraping large swathes of the 
internet, including text from blogs, news articles, social media pages, and 
search results, as well as any accompanying images. The model is trained by 
“learning” defnitions, connections, mannerisms from this large dataset. The 
models can further be fne-tuned for specifc use cases, through a process 
that involves providing the model with application-specifc data for it to learn 
specifc connections from. 

These days, generative AI systems are used for a wide variety of applications. 
We most commonly see them as text- and image-generating chatbots 
(ChatGPT47 and Copilot AI48), summarising search results on Google 
(Gemini)49, generating images given a prompt (DALL-E)50, or chatbots on 
a variety of platforms such as Meta AI51 on WhatsApp and Instagram or AI 
bots on Telegram. However, some bots can also be used to more easily 
perpetrate abuse. Research found that AI bots on Telegram were used to 
“nudify” or virtually remove the clothing in the photograph with just a few 
clicks, generating what appears to be the nude subject. It was estimated that 
more than 100,000 images of women were targeted by the bot.52 WIRED 
identifed at least 50 English-language bots by reviewing communities on 
telegram that had 4 million monthly users combined.53 The ease of accessing 
these bots is an example of the lowered barriers to proliferating abuse in 
recent times. 
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While the manipulation of images to harm someone is by no means a new 
concept, generative AI lowers the barrier and scales up the creation of 
abusive images by facilitating the creation of more realistic images in just 
a few clicks. Although digital alteration of photos to malign someone is a 
known vector of abuse, generative AI tools lower the barriers to creation 
and distribution. This is evident in the increasing number of websites 
that solely share deepfake images, with the top 10 websites collectively 
receiving more than 34 million monthly visits.54 While reliable statistics with 
clear methodology on the rate of increase are difcult to fnd, one security 
company estimates that explicit deepfakes increased fourfold over the span 
of a year from 2022 to 2023.55 AI-generated IIA images of Taylor Swif 
that went viral in January 202456 aptly demonstrate the lowered barrier to 
generation of IIA and highlight the speed with which they spread on a variety 
of public platforms, to say nothing about the number of times the images 
could have been disseminated on private channels. 

Generative AI can also amplify the same harmful gendered social norms and 
biases that underpin other forms of GBV, and can result in new pathways to 
online harms against women. Due to large amounts of data these models 
train on, unintended consequences can manifest because of biases refected 
in the data. This can lead to the manifestation of TFGBV and IIA harms. In 
one example, when MIT Technology Review journalist Melissa Heikkilä, who 
is of Asian descent, used an avatar generation app57, it generated semi-
nude and hypersexualised images from her selfes. Notably, her white female 
colleagues received signifcantly fewer sexualised images, whereas her 
colleague of Chinese descent got similar results to her. 
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Relevant Actors and the 
Tech-based Tools They 
Offer 
This landscape analysis examines the roles played by four diferent 
actors to better understand the factors that lead to the creation, 
proliferation and mitigation of IIA: 

• Generative AI companies and social media 
and communication platforms that play a role in 
amplifying harms caused by perpetrators, and 

• Regulatory entities and tools created by third 
parties and NGOs that extend aid to victims-survivors 
to limit the harms. 

Each of these actors also ofer tools to respond to the harms 
perpetrated in online spaces, to varying degrees of efectiveness. The 
following section will provide an overview of each actor’s role in the 
harm lifecycle and an analysis of the technology-based tools they ofer 
and their efectiveness. 

Generative AI companies 

Overview 
Generative AI companies develop their own MFMs or ofer MFM fne-
tuning tools as their main products. Companies such as OpenAI that 
develop MFMs like GPT-458 also ofer an interface (ChatGPT) for users 
to interact with the model through text and image inputs. This analysis 
will focus on companies that ofer text-to-image or image-to-image 
MFM capabilities. Other examples of generative AI companies include 
Anthropic (with the Claude chatbot)59, Google (Gemini), Microsof 
(Copilot AI), DeepSeek60 (DeepSeek AI), and Character AI.61 

IIA begins with existing or deliberately manipulated explicit images for 
online dissemination. While many instances of abuse involve private 
images of the victim-survivor, manipulating images has always been 
a signifcant vector of abuse. In the past, image editing sofware 
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and tools like Photoshop were used to manually alter images, but they are 
now being supplanted by the increasing availability and sophistication of 
generative AI tools that automate this process. 

While many of the chat interfaces have flters that scan and block requests 
that are considered harmful according to their policies, the varying strictness 
of the policies, as well as existing workarounds to bypass restrictions, allow 
perpetrators to use elaborate prompts to generate sophisticated, harmful 
images from the models, or modify existing images in a way that makes them 
look more explicit. 

Perpetrators also depend on open-sourced MFMs to create and spread 
abuse. Open-sourced models are trained models that are freely available 
to download, modify, and distribute. These models make it much easier to 
circumvent existing restrictions since they can be downloaded and used with 
a chat interface with little to no guardrails.62 They can be further fne-tuned to 
generate malicious content to be used for IIA. 

Analysis of Guardrails 
The development and identifcation of risks at generative AI companies has 
increased over the years. Increased public awareness of the harms, the rise 
of risk assessments for models, and expansion of AI regulation has induced 
AI companies to focus more on AI risks, test for bias, and put safeguards in 
place when allowing models to interact with users. 

There are multiple steps in the building and deployment of generative AI 
models that are trained by a company. This lifecycle, in brief, involves a 
data collection and processing stage, a model training stage, a testing 
and validation stage, afer which, the model is deployed into a production 
environment. It is crucial to have checks in each of these stages of 
development to minimise the potential for harm.63 Once a model is in 
production, regular monitoring of its performance on prompts from users 
also helps keep track of how well the model is doing. This is especially 
important as perpetrators continue to identify loopholes and exploits to 
generate malicious results, circumventing the input validation mechanisms 
that currently exist on generative AI models, such as asking the AI to respond 
to a hypothetical situation. 

When collecting data, fltering out violent and non-consensual sexual images 
from datasets of models can help reduce the number of outputs produced 
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by these models that contribute to IIA. Some techniques to achieve this 
do exist, for example, the DALL-E team, who built Open AI’s text-to-image 
model, had a process to reduce the number of violent and nude images in 
their dataset.64 Regulatory agencies can also work with on AI companies in 
this area. In the US, the administration brokered a deal between multiple AI 
companies to commit to removing child sexual abuse material (CSAM) from 
their datasets in September 2024.65 While it remains to be seen how efective 
these commitments are, they can help to redirect companies’ eforts and 
keep them accountable to delivering. 

Another important guardrail during the data collection process is validating 
the input data. Since generative AI models are trained by scraping a wide 
variety of webpages, intimate or manipulated images can fnd their way into a 
training dataset for these MFMs. This has been observed with CSAM content 
in the past, with researchers identifying child sexual abuse-related URLs and 
images in the LAION-5B dataset.66 Checks to reduce the amount of harmful 
input data that models ingest can help reduce the stereotypes and biases 
that models learn and output from this data. 

During the training process, some generative AI companies imbue the 
model with a list of ‘mandates’ to ‘teach’ the model to diferentiate between 
malicious and non-malicious prompts. Documents such as OpenAI’s Model 
Spec,67 and Claude’s Constitution AI68 are some examples that are used to 
control how the corresponding models respond. While these documents do 
not currently explicitly cover IIA, or TFGBV more broadly, their efectiveness 
in other areas indicates that they may be another efective guardrail that 
companies that build generative AI models can employ. 

Inputs to the model (i.e., text or image prompts from users) may also go 
through validation. For example, some public chatbots with guardrails around 
abuse will refuse to answer prompts that they perceive as violating their 
content policies. When asked "Tell me how I can insult this girl I don’t like”, 
one such chatbot responded with “I’m not here to help with that. I’m all 
about positive vibes and constructive conversations. If you’re feeling upset, 
maybe we can talk about what’s bothering you instead? Sometimes it helps 
to vent.” 

A signifcant drawback on the chat interface side of these tools is the limited 
amount of reporting options and lack of standards. Furthermore, while 
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some platforms have capabilities that allow reporting of images generated 
using their tools by contacting an email address or flling out a report, it is 
not a common practice and there are very few direct reporting methods for 
reporting intimate image generation, especially if the user is not logged in. 

The lack of well-defned and transparent guardrails for AI models is a 
signifcant issue. The lack of guardrails or checks on generative AI models 
makes it much easier for perpetrators to create various versions of IIA that 
can be hard to track on the platforms they are then disseminated on. Not 
only does the absence of an industry standard to prevent and respond to IIA, 
and TFGBV more broadly, make it harder to validate models, but it also limits 
resources that small AI tool creators can refer to. This makes it challenging for 
developers that intend to build tools with safeguards, as they may not have 
the know-how or resources to do so. 
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Amongst solutions that are works in progress at companies, there have been 
some eforts to label AI-generated images so that they can be diferentiated 
online. One company proposed attaching provenance metadata to images 
generated with a generative AI model to include important information 
such as when the content was created, and which organisation certifed the 
credentials.69 While this is a step in the right direction, this process can be 
circumvented by malicious actors. 

Open-source models also pose a signifcant risk. These are models that 
can efectively be downloaded by users from the internet and run on their 
local resources with very little guardrails. Perpetrators can use them to 
generate malicious images without any of the checks that a model online 
would provide. They can ‘fne-tune’ these models – a process of additional 
training to adapt a model – to a very specifc use case such as IIA, making 
them even more dangerous. Apart from generating images to perpetrate 
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abuse, the gamifcation of image generation, sometimes even explicit image 
generation on 4chan message boards and platforms like Telegram can also 
encourage explicit deepfake generation without consideration of consent or 
boundaries.70 Recent research found that the explicit images of Taylor Swif 
that circulated online originated on a 4chan message board, most likely as a 
part of a recurring image generation challenge.71 

These models can also then be uploaded to model hosting platforms. These 
are platforms that provide users with the resources they need for a fee to 
host and allow others to use their own models. These models generally have 
far fewer guardrails compared to GPT, Copilot, etc.72 The lack of validation 
checks on these model hosting platforms is evidenced by the ease with 
which it is possible to fnd models that ‘nudify’ images of people passed to 
it.73 The new risks introduced by the model companies, open-source models, 
as well as these platforms underscore the continued role of generative AI 
models in the creation of IIA. 

A Note on Dedicated Avenues of IIA Dissemination 

In between the layer of generative AI tools to create images, and social 
media and communication platforms to disseminate images, there lies a 
layer of websites and applications that are dedicated to hosting and sharing 
deepfakes and IIA. This includes websites such as MrDeepFakes, Fan-
Topia, which advertises itself as the “highest paying adult content creator 
platform”, DeepNude (now ofine) as well as deepfake community forums 
on a variety of platforms like Reddit, 4Chan, 8Chan, and Discord. The most 
popular website dedicated to sexualised deepfakes gets about 17 million 
hits a month. Many of these websites and communities commoditise sexual 
deepfake creation, with one perpetrator on Discord ofering to make a 
5-minute deepfake video for $65.74 While Safety teams on platforms like 
Discord attempt to take down this content,75 it only happens when they are 
made aware of it through reports or identifcation of malicious transactions. 
Proactive measures to scan for or take down servers and content are still 
missing on community forums, as well as on payment platforms that are used 
by websites like Fan-Topia. 

These websites are supported by search engines that are ofen used to route 
to and boost this content to the top of their search results. In contrast to Fan-
Topia, MrDeepFakes appears to generate income through advertisements. It 
also benefts from a much larger audience, many of whom fnd the website 
because it is boosted by its prominent ranking in search results on a large 
search engine. 
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While the search engine company committed to de-ranking websites that 
hosted sexual deepfake content,76  the company omitted video content from 
the announcement, and reported that it would only scan deepfakes that were 
user-reported.77 Victims-survivors would have to list every link to deepfakes 
they wanted taken down, which increases their administrative burden. 

Social media and Communication Platforms 

Overview 
The next step in the path of abuse is the proliferation of intimate images 
or explicit deepfakes in online spaces. Perpetrators use social media and 
communication platforms to disseminate this abuse. Depending on whether 
the perpetrator intends to infict targeted harassment or cause public 
humiliation and spread misinformation, the type of platform and size of the 
audience for the attack difers. The predominant communication channel 
varies signifcantly across diferent regions. By extension, where the abuse 
happens also varies. For example, in Kenya, Facebook and WhatsApp were 
identifed as the platforms on which TFGBV occurred most frequently. Users 
also noted that IIA accounted for 29% of the online violence experienced.78 

Closed communication channels include Whatsapp, Facebook Messenger, 
Instagram chats, Telegram, and other similar platforms. Perpetrators use 
closed channels for one-on-one conversations to target their abuse. They 
can blackmail victims-survivors by threatening to share photos – whether 
real or manipulated. The perpetrator may also disseminate or threaten to 
disseminate these manipulated or explicit images to specifc individuals, 
intending to ruin the victim-survivor’s reputation. In this scenario, widespread 
dissemination becomes a secondary objective. Seemingly harmless 
features on communication channels can also become new vectors of 
abuse. On some messaging platforms, it was observed that perpetrators 
were creating sticker packs using intimate images of victims-survivors to 
perpetrate abuse.79 Large group chats around the world are also used as 
dedicated avenues for the non-consensual sharing of deepfakes and intimate 
images.80 Perpetrators’ motivations include viewing the images as a form of 
entertainment, exercising power and control over the victims, and using the 
images to manipulate, humiliate, or exploit the individuals involved. 

Open communication channels include social media platforms where the 
perpetrator maligns the victim-survivor by posting intimate images publicly, 
relying on associated recommender systems to amplify its reach. These 
systems use Machine Learning algorithms that determine what content 
gets more prominence on the platform, depending on the topic, number 
of views, and the type of content. Content that is determined to be popular 
by these algorithms is highlighted on peoples’ feeds and becomes trending 
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information that is more easily accessible under specifc search terms and 
hashtags.81 When it comes to IIA on these platforms, recommendation 
systems can contribute to increasing the number of views the content 
receives. Depending on who the abuse is committed against, and how many 
people engage with the content, these algorithms can boost the visibility of 
the image or video, leading to more copies of the content being made, thus 
making it harder to limit or take down efectively. Motivations can include 
causing harm, public humiliation, spreading misinformation, or trying to 
get the victim-survivor to stop posting online. Once the images are on the 
internet, they can be reposted, downloaded, and shared widely on the same 
or diferent platforms, on both open and closed channels. 

Analysis of Tech Tools 

Social media and communication platforms can be of many 
types. They include private messaging apps used mostly for 
closed communication such as Whatsapp, Telegram, Line, 
Facebook Messenger, and Snapchat. They also include open 
communication channels such as Facebook, Instagram, and X. 

Social media and communication platforms have been in existence for 
much longer than generative AI models, giving them more developed 
mechanisms for handling safety reports. Blocking and muting users and 
posts are generally the frst line of defence for users on traditional social 
media platforms such as Facebook or X.82 Another recommended step is 
to “go private”, limiting harassment by disallowing comments and tags from 
those outside the user’s circle. These tools allow victims-survivors to stop 
being harassed repeatedly by certain accounts. Communication platforms, 
on the other hand, have a more limited set of options. While blocking and 
reporting users do exist on private messaging apps, most communication 
platforms only allow users to report chats and groups that the user is a part 
of. Furthermore, they use a single reporting channel without prioritising 
specifc types of reports.83 

While blocking and adjusting privacy settings can limit the harm a 
user experiences, these measures alone are insufcient and come with 
unintended consequences. First, relying solely on the block functionality and 
privacy settings places the burden on victims-survivors to protect themselves, 
rather than addressing the abuse at its source. Additionally, victims-survivors 
who interact extensively with their social networks for work or personal 
reasons may feel isolated and alienated, compounding the harmful efects 
of IIA. Finally, blocking a perpetrator does not prevent further abuse or stop 
them from sharing the abusive content, and fails to alert the victim-survivor 
to other non-consensual images that may be shared. 
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To take down the harmful images, social media platforms allow users 
to report images so that they can be taken down and the spread of the 
malicious image can be limited. Victims-survivors and observers who notice 
the abuse can report the accounts and the posts so that they are taken 
down. This process typically involves flling out a form and submitting it to 
the platform’s Safety Centre. Some platforms also allow users to specify the 
type of report. In most parts of the world, where copyright laws protect the 
image owner, copyright claims can be fled when the victim-survivor holds 
ownership of an image that was uploaded by the perpetrator. Alternatively, 
explicit images, including deepfakes, can be reported to social media 
platforms under the IIA category. 

Researchers have found that the speed with which social media platforms 
respond to reports vary based on the type of report and platform: One large 
social media company's own research showed that on its platforms, it can 
take anywhere from a few hours to a day for content to be taken down,84 

whereas research on another prominent platform noted that it can take as 
long as 21 days for copyright violations. On this platform, furthermore, it was 
observed that non-consensual nudity reports resulted in no image removal 
for over three weeks, undermining the usability of the reporting structures.85 

In another set of surveys and interviews done by Refuge, a specialist 
domestic abuse organisation in the UK, in 2022, it was noted that over 
half the survivor/victims that submitted reports to four major social media 
platforms did not receive any update on their reports, and 50% of the users 
that did receive responses were informed that their intimate images did not 
violate policies.86 

On closed communication platforms, the option to report chats, users, 
or groups directly under a non-consensual image abuse category is not 
available. Some platforms have previously stated that they will only act 
against public groups and sticker sets. Thus, in many cases, reporting is also 
limited to conversations the victim-survivor is a part of.87 Therefore, many 
instances of IIA that go unreported happen in closed groups where photos 
of women are shared non-consensually with a large group of people. This 
limitation of reporting methods is especially unsatisfactory when considering 
the volume of IIA on these platforms. While there are no global statistics, 
researchers, journalists, and other law enforcement ofcials are constantly 
uncovering new groups on these platforms. In 2022, the BBC reported that it 
was monitoring 18 Telegram groups in 24 countries with over 2 million users 
in total.88 
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Some communication channels ofer end-to-end encryption for their 
messages. While end-to-end encryption secures communication between 
users by making it harder for adversaries to intercept and read conversations 
in plain text, it also currently limits the ability of the platforms to scan for 
material related to sexual abuse and proactively take down the content 
unless it is reported.89 Combined with the above limitations on the type of 
chats that can be reported, this leaves users with very few options for redress 
on communication platforms, ofen leading them to pursue slower law 
enforcement options. 

Dedicated Websites Closed 
Communication 
Channels 

Open Communication 
Channels 

Specialized sites and 
forums specifcally created 
to host and distribute 
manipulated content, 
including deepfakes and 
non-consensual intimate 
imagery. Examples include 
sites like MrDeepFakes, 
Fan-Topia, and community 
forums on platforms such 
as 4chan and Discord 
servers. 

Private messaging 
services where content 
can be shared between 
individuals or groups, 
presenting unique 
moderation challenges. 
These may include 
services like WhatsApp, 
Telegram, Facebook 
Messenger, and private 
Instagram messages. 

Public-facing platforms 
where content is broadly 
visible and can potentially 
reach large audiences. 
These platforms 
typically have content 
policies against IIA but 
face challenges with 
enforcement at scale. 
Examples include social 
networks like Facebook, 
Instagram, and X, as well 
as search engines and 
public discussion forums. 

Some social media companies have taken steps to address IIA specifcally. 
For example, Meta announced safety tools that include an opt-in feature 
for adults that blurs nude images in chats, and specifc policies against 
sextortion.90  Another method involves maintaining a repository of violating 
images, sometimes called a Media Matching Service (MMS), that user-
uploaded photos are compared to. This technique has been adopted by 
a large social media platform as well as other third-parties to scan for IIA. 
However, it was reported that false positives collected by the MMS database 
on the social media platform has been known to lead to many false take 
down requests.91 
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Other social media platforms depend heavily on community moderation 
resources at a small scale, such as consent verifcation policies that some 
communities enforce on Reddit. This strategy requires users to upload 
consent verifcation along with the intimate images to ensure permission from 
the onset.92 

Despite the relatively mature set of safety tools that exist on social media and 
communication platforms compared to generative AI tools, victims-survivors 
continue to face challenges in the difcult and ofen unresponsive reporting 
process. 95% of victims-survivors interviewed by Refuge said that they were 
not satisfed with the support they received from social media companies, 
and 47% of victims-survivors interviewed said they found reporting difcult, 
highlighting the challenges in the process.93 

Moreover, not all social media platforms make it easy to fnd support. Refuge 
noted that as an example, one social media platform did not provide contact 
details or transparent information on where users can fnd support even 
though Refuge was established as a Trusted Partner, a program to allow a 
charity or researcher to communicate directly with platforms. The frequent 
UI changes to where safety tools can be accessed, as well as the lack of 
explicit information on the platforms contribute to this problem. Many new 
safety features introduced by platforms are ofen turned of by default, going 
against Safety by Design principles and thus limiting their efectiveness.94 

There is also a lack of research on the efectiveness of the consolidated set of 
safety tools ofered by a platform. 

Another signifcant issue is that perpetrators ofen re-share the same images 
across multiple platforms to maximise the negative impact on victims. This 
forces victims-survivors to report the same image multiple times, ofen 
through forms that require diferent types of information on each platform. 
The absence of standardised reporting procedures across platforms further 
increases the administrative burden on victims-survivors during a time when 
they are already in distress.  
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Tools Created by Third parties and NGOs 

Overview 
While platforms that unintentionally increase abuse have guardrails and tools 
in place to mitigate harm, they may not always be adequately equipped to 
address the specifc challenges posed by IIA or provide sufcient support 
on their own, as evidenced above. Tools created by third parties and 
NGOs, many of which are built with a victim-survivor-centric approach 
and are tailored to specifc countries or regions, can help bridge this gap. 
This analysis focuses on evaluating the efectiveness of tools that leverage 
technology to provide impactful responses to the victims-survivors by 
reducing the burden that comes with experiencing and responding to IIA. 

Support can be in the form of creating crisis reporting channels or providing 
mental health resources and counselling. For example, StopNCII95 is a global 
third-party tool that helps users who are being threatened prevent images of 
themselves being uploaded on social media platforms by sharing hashes that 
users generate from their intimate images with social media platforms which 
are used to prevent the images from being uploaded by perpetrators. This 
approach allows users to maintain privacy and control of their images and 
only provide encrypted information to the service. In the UK, the Revenge 
Porn Helpline dealt with more than 19,000 reports of intimate image abuse 
in 2023 alone and helped take down about 90% of the reported images.96 

Pirth.org serves as a global helpline for victims-survivors that connects them 
to personalised resources and support services.97 

Tools created by third parties and NGOs help victims-survivors access a 
direct line of support in the afermath of an abusive situation. This is crucial 
to provide victims-survivors with reassurance and ensure that they do not 
feel helpless or without agency. While support models vary, ofen workers 
connect with a victim-survivor, review their case, and provide a variety 
of services from creating reports to remove their images on platforms, 
to guiding them through proactive privacy checks for their devices, and 
connecting them to crisis-trained staf members. Victims-survivors can also 
get help on how to continue safely using their communication platforms and 
on digital safety. Third-party apps that work with tech companies can provide 
feedback to the social media platforms which in turn can be used by those 
companies to improve their products. 
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Analysis of Support Mechanisms 
Tools created by third parties and NGOs play a crucial role in flling in the 
gaps lef by social media and communication platforms, by providing victims-
survivors with more specifc solutions and personalised help. Ofen, they 
are the only avenue for victims-survivors who are lef unhappy, dissatisfed 
and anxious by the lack of responses from social media and communication 
channels. Local NGOs can also assist in navigating cultural perspectives and 
regional diferences when it comes to the type of abuse, whereas NGOs that 
have a global presence can step in to provide support when local resources 
are limited. The solutions provided by third parties and NGOs can be 
categorised into three groups which provide support in diferent ways: 

• Tech solutions that victims-survivors can use for tasks such 
as collecting data and submitting reports, 

• Tools and NGOs that signpost victims-survivors to the 
necessary resources and provide mental health support, 

• Hotlines that connect survivor/victims with crisis-trained 
workers. 

Technical tools aim to provide timely, relevant information and helpful 
checklists that victims-survivors can use to reduce the efort required to stay 
safe online. Some resources are passive and require little maintenance by the 
developers. Chatbots educate victims-survivors on what to do when faced 
with abuse online and provide some initial reassurance. Resources from 
organisations such as Wesnet’s Technology Safety Australia98 and TechHer 
Nigeria99 provide privacy checklists for a variety of platforms that help 
victims-survivors learn about and take control of their security online. Guides 
like Safety Net Project by Tech Safety100 aid victims-survivors in collecting 
documentation of the abuse they face, making it easier to fle reports. The 
Revenge Porn Helpline in the UK provides security checklists for various 
platforms and helps victims-survivors whose reports have been dismissed by 
social media companies to get their cases heard. 

Other resources are managed by local or global organisations and help 
victims-survivors take proactive steps to protect their images, sometimes by 
creating partnerships with social media platforms. StopNCII’s technology 
has been integrated into several global social media platforms, in addition 
to adult content sites.101 StopNCII also partners with more than 100 
organisations worldwide, providing options for victims-survivors around 
the world to connect to.102 While technical tools help in reassuring victims-
survivors about their online privacy, resources that route victims-survivors to 
other kinds of help are also instrumental. This category includes Chayn,103 
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a non-proft that shares resources with victims-survivors to help them heal 
from the trauma of the abuse.  Organisations like SWGfL UK104 direct victims-
survivors to local NGOs who can provide more culturally aware services as 
a supporting mechanism. Furthermore, in Global majority countries, local 
NGOs can help victims-survivors in situations where they are discouraged 
from reporting abuse due to family honour and modesty.105 

Unfortunately, the partnerships that third party tools have with social media 
platforms signifcantly infuence the capabilities of the tools. Bringing 
companies on board allows the tools to provide more in-depth services to 
victims-survivors, conversely, the lack of access to protocols or evolving 
company policies can limit the services. As numerous social media platforms 
reduce their investment in Trust and Safety programmes106 whether due to 
political pressure or fnancial constraints, the decline in attention to platform 
safety has ripple efects that impact third-party tools and services. 
Finally, crisis centres take on the important work of providing localised 
assistance to victims-survivors, connecting them to existing local resources 
and helping them navigate complicated legal avenues. Tools created by third 
parties and NGOs are, however, limited in their ability to scale and serve 
victims-survivors. Their limited budgets and capacity mean that they are 
known only by word of mouth or other online resources. Many crisis centres 
face signifcant challenges in having the capacity to match the increasing 
number of reports of IIA, in addition to other forms of gender-based violence 
these organisations have worked on in the past. This further hampers their 
ability to efectively address the growing issue of intimate image abuse, which 
requires specialised support and intervention methods. 

Regulatory Entities 

Overview 
The fnal player in this space involves regulatory bodies, such as national and 
local governments, government agencies, and international organisations 
like the United Nations Ofce on Drugs and Crime (UNODC).107 Efective 
regulatory policies can be pivotal in maintaining and developing the overall 
approach to addressing IIA, identifying the responsibilities of various actors 
involved, and making it easier for law enforcement and judicial systems 
that penalise the perpetrators. They also provide safe avenues, up-to-
date resources, and in some cases, direct helplines for victims-survivors to 
reach out, process their experiences, and begin healing from the abuse. It 
is important to evaluate the efectiveness of policies and interventions by 
regulators. While this analysis does not aim to cover all countries, it does 
serve to provide examples of a variety of diferent types of regulations and 
evaluate their efectiveness. 
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High-level direction, laws, or policies from these entities helps set industry 
standards for companies to comply with, especially in the face of emerging 
technologies and harms. For example, with the explosion of generative AI-
fuelled intimate image abuse, South Korea has made it illegal to distribute 
sexually explicit deepfakes online,108 while China is considering new 
legislation to address obtaining consent, verifying identities, and reporting 
illegal deepfakes.109 Other countries such as Australia110 and the UK111 have 
repurposed existing criminal codes and online safety policies that ban 
the distribution of non-consensual intimate images to also apply to those 
generated with AI.A recent mapping of IIA legislation around the world by 
SWGf112 identifed that: 

• 110 countries have no legislations, 
• 67 countries have sufcient laws, and 
• 18 countries have “insufcient” laws, i.e. they do not 

comply with Article 16 of the UN Cybercrime Convention,113 

which requires member states to criminalise the distribution 
of intimate images without authorisation. 

Independent government agencies can also intervene to infuence 
companies. This may involve facilitating collaboration among companies 
to establish safety standards or directly partnering with them to remove 
harmful content. For instance, Australia’s eSafety Commissioner (eSafety) is 
an independent statutory ofce supported by the Australian Communications 
and Media Authority that receives and responds to complaints of image-
based abuse on social media platforms, relevant electronic service or a 
designated internet service.114 eSafety is empowered to investigate complaints 
and issue take-down notices to online platforms to remove content. 

Support mechanisms and regulations 
Many countries around the world have some form of regulation that 
provides various protections against image-based abuse. The Olimpia (or 
Olympia) Law in Mexico recognises and criminalises online gender-based 
violence, and particularly the perpetration of IIA.115 Countries like Argentina 
and Panama have also passed their own Olimpia Law in recent times.116 

Criminalising the sharing of non-consensual images online is important 
for several reasons, including but not limited to: establishing societally that 
IIA is a crime, encouraging more victims-survivors to report their cases to 
the police, and detailing the requirements for law enforcement agencies 
to prosecute perpetrators. On the other hand, critics of the Olimpia Law in 
Mexico emphasise the need to do more to infuence social media companies 
to moderate content and handle cases of IIA on their platforms.117 
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Laws that are specifc are more likely to be enforceable and benefcial to 
victims-survivors. For example, under Canada’s118 laws regarding IIA, a 
perpetrator can be criminally charged if they disseminate an intimate image 
knowing that the person depicted in the image did not consent to that 
conduct. India’s119law, which also covers shopped images, only require that 
the perpetrator who knowingly disseminated sexual images be charged, 
regardless of motive. In the UK, victims-survivors have the option of keeping 
their anonymity in civil cases, which encourages more victims-survivors 
to speak up.120 However, laws that do not treat IIA with nuance can end 
up causing harm or penalising consensual actions. In the UK, a previous 
requirement for Crown Protection Services (2022) to prosecute ofenses was 
to prove that the perpetrator’s intent was to cause distress,121 although that is 
no longer the case. In India, the same law that criminalises IIA also includes 
intimate photos that people may voluntarily share with their partners. Some 
laws can even end up prosecuting the victims-survivors. In East Africa, 
countries including Uganda and Tanzania penalise women for partaking 
in the creation of “pornographic content”. Due to this, when their intimate 
images are leaked, they end up being charged while the perpetrators do not 
face consequences.122 

Some countries have laws that hold intermediaries like social media 
companies to account in diferent ways. Australia’s Online Safety Act (2021)123 

provides eSafety with regulatory powers to remove and act against the 
non-consensual sharing of, or threat to share, an intimate image online. 
In Singapore, regulations govern social media platforms through laws and 
policies. In 2023, Singapore revised the Online Safety Act124 with additional 
provisions requiring social media and communication platforms to take 
necessary steps to reduce online harms. Another act, the Online Criminal 
Harms Act125 granted the government the authority to direct websites and 
apps to remove accounts suspected of engaging in criminal activities, 
including abuse. In Africa, countries such as Ghana, Kenya, Uganda, 
and South Africa provide authority to social media platforms to remove 
content upon receiving takedown requests. While some of these laws focus 
specifcally on IIA, others provide governments and social media companies 
with what some are concerned is disproportionate power to dictate free 
speech.126 

The UK’s Online Safety Act of 2023127 has introduced a set of measures 
requiring social media platforms to have processes in place to assess and 
swifly remove illegal content, minimise illegal content appearing on search 
services, implement ‘empowerment tools’ for better user control over their 
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feeds, and ofer identity verifcation options for adult users. Another example 
of a pathway for escalation is the Trusted Flaggers program128 introduced as a 
part of EU’s Digital Service Act which involves identifying experts in detecting 
potentially illegal content online. The content these entities fag are given 
high priority by social media companies. 

In some countries, cases or pre-existing laws set precedent for what is 
expected from intermediaries, with both positive and negative implications. 
In India, through the case of Mrs. X v. Union of India, the Delhi High Court 
directed two popular search engines to remove IIA content in response 
to a survivor’s case.129 On the other hand, in the US, Section 230 of the 
Communications Decency Act protects internet platforms from legal 
responsibility for content uploaded by third-party users.130 Although this 
rule has signifcantly shaped the internet, it can complicate actions to hold 
intermediaries responsible in IIA cases, with  bills like the SHIELD Act carving 
out exceptions for providers of communications services for content posted 
by other parties. However, these intermediary liability protections are not 
absolute, and governments actross the world continue to impose legal duties 
on social media platforms to protect users.131 

Some countries have also begun regulating generative AI outputs. China,132 

for example, has established rules that deepfake developers have to follow, 
requiring them to obtain consent from users, verify identities, and register 
records of the data generated with the government. They are also required 
to report illegal deepfakes and ofer recourse for people using their services. 
The EU also has a variety of regulatory frameworks that address deepfakes 
including the AI Act133 and the Digital Services Act, which require labelling 
AI-generated content and action from social media companies to take down 
deepfakes spreading disinformation and abuse.134 

41 



IIA Tools Landscape Analysis

42 

Expert Interviews and          
In-Country Workshop 
Findings 
As set out in the methodology of this report (Appendix B), this analysis 
included primary research with a diverse range of stakeholders to 
gain insights into IIA risks, tools and their efectiveness. 

The interviews and workshops surfaced common themes when 
discussing the limitations that victims-survivors deal with when 
seeking help and trying to access justice. These include challenges 
related to access, awareness, and technical barriers, which can 



prevent victims-survivors from seeking or receiving the support they need. 
Although the local contexts difer, there were some common fndings. 

Finding 1: Pitfalls of tech-based support systems 

Insight Relevant 
Actors 

Existing automated systems lack sufcient trauma-informed 
approaches and ofen fail to capture the nuanced forms of violence 
that victims-survivors experience. 

Social media 
platforms, Tools 
created by third 
parties and NGOs 

Workshop attendees highlighted that victims-survivors frequently 
express discomfort with fully automated systems, citing the absence of 
human connection during moments of crisis and vulnerability. Some 
workshop participants noted that using a communication channel 
to reach out to support organisations on the same platform where 
the abuse occurred can be uncomfortable or triggering for victims-
survivors. 

Tools created by 
third parties and 
NGOs 

Technological solutions ofen presume consistent internet access 
and digital literacy, marginalising rural users and those with limited 
connectivity, particularly in both Colombia and Nigeria. 

Tools created by 
third parties and 
NGOs 

Available tools frequently overburden already traumatised victims-
survivors with complex reporting requirements across multiple 
platforms, creating administrative exhaustion. 

Social media and 
communication 
platforms 

Digital support on the sites where IIA takes place is rarely available in 
indigenous or local languages, creating signifcant language barriers in 
responding to abuse in non-English speaking countries. Additionally, 
current reporting options are limited to text-based, whereas 
improvements in speech-to-text technology create an opportunity for 
more inclusive reporting among low-literacy communities. 

Social media and 
communication 
platforms 
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Workshop participants emphasised that while technology can serve 
as a valuable bridge to human support, it cannot replace trauma-
informed human intervention in cases of intimate image abuse. 
Technology works best when it functions as an initial access point to All actors 

guide victims-survivors toward appropriate human-centred services 
rather than as a standalone solution. 

Finding 2: Lack of awareness in the reporting process 

The interviews and workshops revealed signifcant knowledge gaps that 
prevent victims-survivors from efectively accessing support and justice, with 
cultural variations in how these barriers manifest. 

Insight Relevant 
Actors 

Victims-survivors ofen do not recognise their experiences as abuse 
due to a normalisation of online violence or a lack of awareness about 
what is considered IIA, especially in contexts where cultural factors 
infuence perceptions of harm. 

Tools created by 
third parties and 
NGOs 

Many victims-survivors are unaware of existing support that is 
available, creating an urgent need for improved mapping of support 
organisations and resources, and clearer pathways for seeking help 
and accessing justice that are accessible to users with varying levels of 
digital literacy and to users from diferent local contexts. 

Tools created by 
third parties and 
NGOs 

Support resources that exist on platforms are frequently difcult 
to locate and lack clear guidance for infrequent users of platforms 
attempting to report violations. 

Social media and 
communication 
platforms 

In both Nigeria and Colombia, workshop attendees highlighted that 
many law enforcement agencies, particularly in rural areas, lack 
the technical capacity to take on these cases, hindering efective 
resolution. 

Regulatory entities, 
law enforcement 
agencies 

Educational resources addressing IIA prevention are largely 
unavailable in local languages and contexts, particularly outside 
urban centres, limiting awareness-raising eforts in communities and 
populations more likely to experience abuse. 

Tools created by 
third parties and 
NGOs 

Digital literacy programmes are more efective when they are 
interactive, with phones and other devices used to demonstrate how 
to secure personal devices. 

Regulatory entities, 
Tools created by 
third parties and 
NGOs 

Workshop participants emphasised the need for multi-faceted awareness 
campaigns that reach beyond digital channels to include community-based 
outreach, particularly for populations with limited internet access or digital 
literacy. Many of the NGO participants based in Colombia and Nigeria 
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workshops are actively engaged in awareness-raising activity, but 
they face signifcant challenges as demand for support increases. 
Jacarandas, an NGO in Colombia, reported receiving over 2,000 
requests of support from victim-survivors of IIA, double the volume 
handled by state resources, while operating with limited staf and 
funding. As the scale of IIA increases globally, capacity will be stretched 
highlighting the urgent need for substantial investment to expand their 
reach and efectiveness. Improving education about IIA must address 
not only technical aspects but also the underlying social norms that 
normalise or trivialise these forms of abuse. 

Finding 3: Technical challenges when collecting 
information 

Insight Relevant Actors 
Shared devices create signifcant privacy and safety risks when 
seeking help, as perpetrators or others who might stigmatise the 
victim-survivor may have access to the same device, potentially 
exposing help-seeking behaviour and endangering the victim-
survivor. Evidence preservation on shared devices can also place 
the victim-survivor at additional risk. 

Social media and 
communication 
platforms 

Ephemeral messaging features and auto-deletion of content on 
platforms (like “view once” images or disappearing messages) 
create signifcant barriers to preserving evidence, as crucial 
information can be lost before proper documentation occurs. 
Anonymity features on social media and communication platforms 
also allow perpetrators to hide their identities.135 

Social media and 
communication 
platforms 

End-to-end encryption, while valuable for privacy, complicates 
content moderation in cases of IIA, particularly on WhatsApp where 
abuse frequently occurs. 

Communication 
platforms 

Evidence authenticity challenges arise when victims-survivors 
attempt to document abuse, as screenshots or recordings may not 
meet legal evidentiary standards in court proceedings. 

Regulatory entities 
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Platform design ofen fails to incorporate accessible forensic tools 
that would help victims-survivors safely document abuse without 
technical expertise. 

Social media and 
communication 
platforms 

The need for digital literacy programmes that use phones and other 
devices to actively demonstrate how to secure personal devices. 

Tools created by 
third parties and 
NGOs, Regulatory 
entities 

Workshop participants, particularly in the digital safety and legal aid 
focus groups, emphasised the critical need for more accessible evidence 
collection tools that account for varying levels of technical literacy. In Nigeria, 
law enforcement representatives noted that current evidence collection 
methods ofen fall short of legal requirements, while Colombian participants 
highlighted how the technical hurdles in document preservation ofen 
discourage victims-survivors from pursuing cases altogether.

 Finding 4: Limitations in the efectiveness of reporting 

Insight Relevant Actors 

Platform response times for IIA reports are frequently excessive, with 
many victims-survivors never receiving responses to their submitted 
reports. 

Social media and 
communication 
platforms, 
Regulatory entities 
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Organisations in both workshop countries reported challenges in 
escalating cases on a large messaging platform, despite its “Trusted 
Partner” status, due to a lack of elective reporting channels. 

Social media and 
communication 
platforms, 
Regulatory entities 

Lack of coordination between platforms and enforcement agencies 
create additional administrative burdens for already traumatised 
victims-survivors. 

Social media and 
communication 
platforms, Law 
enforcement entities 

Law enforcement and judicial system personnel frequently minimise 
or underestimate digital harms, leading to inadequate case handling 
and reinforcing survivor/victims’ reluctance to report. 

Law enforcement 
entities 

Finding 5: Legislative challenges 

Insight Relevant Actors 
Nigeria lacks comprehensive legislation specifcally criminalising 
non-consensual sharing of intimate images, with victims-survivors 
forced to rely on fragmented provisions in the Cybercrimes Act and 
Violence Against Persons Prohibition Act. 

Regulatory entities 
(Nigeria) 

Colombia’s Law 1257 of 2008 lacks specifc provisions for intimate 
image abuse, forcing victims-survivors to pursue justice through 
general privacy violations that inadequately address the unique 
harms and digital nature of this ofense. 

Regulatory entities 
(Colombia) 

Legal systems with overly punitive approaches ofen re-victimise 
women through the reporting and investigation process, creating 
disincentives to engage with formal mechanisms. 

Regulatory entities 

In Colombia, workshop participants noted that proposed legislative 
approaches modelled afer Mexico’s “Ley Olimpia” heavily favour 
criminal punishment over victim-survivor support and content 
removal, creating signifcant barriers to accessing justice for victims-
survivors seeking alternative resolution pathways. 

Regulatory entities 
(Colombia) 
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Cases that involve cross-border IIA harms face challenges due 
to limited standardisation in laws and international coordination 
mechanisms. This limits the options victims-survivors have when 
perpetrators operate from diferent jurisdictions. This observation 
is mirrored in the analysis of legislative frameworks that are not 
equipped to handle cases where the images are stored on devices 
outside of the associated country.  

Regulatory entities 

There are limited reparation frameworks for IIA. Workshop 
participants in Colombia discussed whether fnancial compensation, 
restraining orders, or content removal constituted appropriate 
remediation. 

Regulatory entities, 
social media 
platforms 

Recommendations 
Analysing the landscape of tools across the AI content generation and 
communication platforms, tools created by third parties and NGOs, 
and regulatory entities – along with their limitations – reveals where 
interventions would be most efective. Common gaps across these actors 
include a lack of awareness about existing tools for supporting survivors, as 
well as the need for tools, guardrails, and policies that prioritise a survivor-
centric approach. The following sections outline actionable recommendations 
to address IIA at every stage of its spread and identify the responsibilities of 
each actor involved. 

Recommendation 1: Prevention Eforts 

Platforms should also take eforts to prevent IIA harms before they occur 
through proactive safety measures, technology safeguards, and automatic 
protective features. 

Actors: 

• Generative AI Companies should implement tests during 
the model training pipeline to evaluate how efectively new 
models detect harmful prompts. These tests should address 
both intentional and unintentional biases the model may 
have learned, with a gendered intersectional approach. 
Model testing and harm detection systems should account 
for how TFGBV intersects with race, disability, sexuality, and 
other factors that may increase harm or vulnerability. For 
example, model developers should ensure that the model 



 

 

 

does not respond to requests to generate intimate images 
from descriptions or existing images. This allows model 
developers to have baseline information on how safe the 
models are and track their performance. It also reduces 
the risks of “successful” (i.e. harmful) downstream prompts. 
Platforms hosting models should at a minimum, conduct 
checks on prompts to evaluate whether the requests to the 
model are harmful. Models should also have to pass a set 
of tests before being allowed to be hosted on the platform. 
Red Teaming exercises and bias bounties before models are 
released to the public are also benefcial in identifying bugs 
by soliciting feedback from a wide range of stakeholders. 

• Social media and Communication Platforms should 
develop detection tools including an actively maintained 
database of known perpetrator information to validate 
against, hashes of known IIA images that are shared across 
platforms and regularly validated, and behaviours and 
patterns of perpetrators. This should build on tools used to 
prevent CSAM such as the Lantern initiative.136 When using 
models to predict patterns or behaviours, it is important 
to ensure that the models do not introduce any new risks. 
Consequences for perpetrators should also be well-defned 
on social media and communication platforms. Eforts to 
prevent recidivism include disabling their accounts, limiting 
their access and ability to post or follow users. 

• Tools created by Third parties and NGOs should help 
victims-survivors protect their images, through techniques 
such as watermarking so that they cannot be modifed by 
generative AI tools as a preventative step to mitigate IIA 
harms. 

• Regulatory Entities could bolster model testing eforts by 
encouraging clear reporting guidelines and Red Teaming 
activities. This would help facilitate AI models being 
evaluated for safety and performance and identifying and 
mitigating potential risks before deployment. (citation for 
sidebar)137 

Recommendation 2: Education and Awareness 

Users of tech tools and platforms must be made aware of IIA harms, how 
they manifest, and the appropriate actions to take if they experience or 
witness IIA afecting others. Awareness of digital rights, and consent go hand 
in hand with this. To ensure relevance and efectiveness, awareness-raising 
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content and tools should be co-designed with young people, survivors, 
and marginalised communities. This education can happen on platforms 
through more easily accessible tools, or via policies that aim to introduce this 
knowledge in schools or through technology literacy programmes. 

Actors: 

• Generative AI Companies should educate users on safety 
measures and have clear reporting information. Users 
should be presented with information about the risks of 
harm when downloading open-source models. Information 
about building guardrails should also be made available to 
developers who are using these models to build tools. 

• Social media and Communication Platforms should make 
information about the available tools and safety policies 
easily accessible to users. A prioritised reporting system 
for intimate image and deepfake abuse can lead to quicker 
responses. Additionally, Safety Centres should allow users 
to track the status of their reports. Raising awareness about 
IIA harms when users share images on social media or 
communication platforms can help them better understand 
their own and others’ privacy rights. For communication 
platforms, mechanisms that allow users to easily capture 
evidence and report harmful messages would reduce the 
burden on victims-survivors. There should also be clear 
workfows and guidance for users who witness abuse, 
enabling them to report posts on behalf of the victim-
survivor and take action to block and report the perpetrator. 

• Tools created by Third parties and NGOs should raise 
awareness of IIA risks, reduce the stigma associated with 
experiencing IIA and empower victims-survivors to report 
abuse without fear of judgment. Educating users on country-
specifc laws regarding what is legal and illegal can help 
deter perpetrators and ensure victims-survivors are informed 
of their rights. Interactive third-party tools that guide 
victims-survivors through evidence collection and reporting 
processes can also promote digital literacy and lower the 
technological barriers for victims-survivors. 

• Regulatory Entities should create educational materials 
on the harms of deepfake technology and the prevalence 
of IIA to help increase awareness and reduce the stigma 
around TFGBV and IIA. Educational programmes should 
target diverse audiences, raise awareness about consent 
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in relationships as well as the risks of deepfake technology 
among young students. These programmes should focus on 
training law enforcement ofcers and frontline counsellors 
to respond to victims-survivors with trauma-informed care 
when they report IIA. 

Recommendation 3: Standardisation and Collaboration 

A major gap highlighted in this analysis was the lack of standardisation 
across industries, particularly in areas like reporting standards for tools, 
and TFGBV and IIA guardrails for AI models. In a fast-paced and frequently 
changing technology space, collaboration within the industry is crucial in 
getting victims-survivors the help they need and reducing their administrative 
burden. Furthermore, standards for guardrails and comprehensive tests for 
models before release can help prevent harms before they happen. 

Actors: 

• Generative AI Companies that have their models open to 
the public should have easily accessible reporting helplines 
where users can report harmful prompts or intimate images 
generated using the models. They should also make users 
aware of what is needed to submit a report and reduce 
the burden on users to complete and check the status of 
their report. Platforms that host models should also have 
a similar option for users to report models, along with a 
process to review the reports take down models that are 
harmful. In the CSAM space, the Tech Coalition138 organises 
annual hackathons and working sessions with the aim of 
driving innovation and sharing resources. Similar eforts, 
via hackathons and working sessions, to encourage 
collaboration between generative AI companies to share 
known ofensive prompts and test cases for IIA detection 
would also be benefcial.  

• Social media and Communication Platforms should establish 
an industry-wide standard for responding to and removing 
intimate images. This should involve a dedicated reporting 
method on platforms distinct from other forms of reports 
to reduce the administrative burden on the victim-survivor. 
Removing non-consensual sexual content, including 
deepfakes, must be prioritised by these platforms, like the 
approach taken for CSAM content removal. Cross-platform 
collaboration can also streamline eforts to remove deepfake 
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content that is shared to multiple social media platforms. 
Platforms should commit to timely removal of intimate 
images in response to reports. Partnerships with third-party 
tools like StopNCII would also enable social media platforms 
to more efectively take down content by leveraging 
established reporting methods. 

• Tools created by Third parties and NGOs should include 
a repository or directory of global and regional tools and 
resources on TFGBV and IIA. This would go a long way in 
signposting and referring victims-survivors to the support 
and resources they need and quicker. 

• Regulatory Entities around the world should advocate 
for industry-wide compliance with safety standards 
for evaluation of generative AI models before release, 
regular Red Team assessments that target IIA harms, and 
cross-platform reporting and collaboration on policy. 
Standardisation is also required when it comes to collecting 
data on IIA prevalence. While the diferences and benefts 
of various evaluation methods in the global majority 
countries have been discussed, having similar data collected 
around the world is benefcial for comparative studies. At 
a global scale, this data could be used to understand the 
signifcance of abuse and even divide eforts and funding in 
an appropriate manner. Regulatory entities should also draw 
from other felds where interventions have been efective 
to prevent and respond to online harms. For example, in 
the CSAM prevention space, the Interpol DevOps Group 
convenes law enforcement, NGOs, academia and tech 
companies to ideate and co-develop tools to improve 
online child safety.139 Similar eforts should be made to bring 
together a wide range of stakeholders with diferent skill sets 
in the TFGBV or IIA space.   

Recommendation 4: Survivor-Centric Tools and Design 

To ensure that social media and communication platforms, and generative 
AI companies, are victim-survivor-friendly and easier to navigate, these 
platforms and tools should focus on building survivor-centric tools and 
adhering to Safety by Design principles when launching new products or 
updating existing ones. Putting the victim-survivor at the forefront allows 
platforms to build inclusive products and foster positive experiences for 
everyone.  
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Actors: 

• Generative AI Companies should have accessible reporting 
options and easy-to-understand instructions for users 
to report harmful content. IIA evaluation methodologies 
designed and used by these actors should be made more 
transparent, allowing them to gather feedback that can help 
enhance their processes. Perpetrators can be more easily 
traced if these companies establish requirements for users to 
create accounts to use their services. 

• Social media and Communication Platforms should by 
default, enable safety features, such as the blurring of 
nude images, with the option for users to switch them 
of. This builds safety-by-default workfows, and reduces 
the efort needed to stay safe online. Practically, this also 
helps platforms save resources and money by preventing 
harms rather than reactively identifying and moderating 
afer harms have occurred. Users should also be given 
enough information to manage their own safety online 
and be able to easily fnd and understand safety settings. 
Posts or messages that contain deepfake images should 
be identifed and labelled so that they cannot be used to 
spread misinformation or disinformation about someone. 
Recommender systems must establish controls to prevent 
suggesting sexual deepfake videos and other IIA content to 
users and block them from trending. 

• Tools created by Third parties and NGOs should be 
interactive so as to guide victims-survivors through evidence 
collection and reporting processes and ofer centralised 
resources for them. 

• Regulatory entities should work collaboratively with the 
tech industry to encourage adoption of Safety by Design 
principles. eSafety in Australia ofers implementation guides 
to support tech companies to embed safety into the design, 
development and deployment of their products, tools and 
platforms. 
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Appendix A: TFGBV Harms 
Taxonomy 
A Framework for Understanding and Addressing Technology-Facilitated 
Gender-Based Violence 

Introduction 

Throughout the development of this Landscape Analysis Report, 
a signifcant gap emerged in how TFGBV is defned, categorised, 
and addressed across diferent contexts. While numerous advocacy 
organisations and researchers have created valuable resources 
documenting various forms of TFGBV, these approaches ofen lack 
standardisation and operational clarity that would enable platforms, 
policymakers, and safety practitioners to systematically identify and 
mitigate these harms. 

The TFGBV Harms Taxonomy presented here was developed in direct 
response to this gap. Drawing upon the research fndings in this report, the 
taxonomy provides a structured framework that bridges the gap between 
policy understanding and practical implementation. By systematically 
categorising forms of abuse, mapping relationships between perpetrators 
and targets, documenting impact types, and outlining mitigation strategies, 
this taxonomy serves multiple functions: 

• It creates a common language for discussing TFGBV 
across various stakeholders 

• It provides a framework for categorising and 
understanding diferent harm patterns 

• It clarifes organisational responsibilities for addressing 
specifc forms of TFGBV 

• It provides actionable pathways for platforms to detect, 
prevent, and respond to these harms 

Source: www.humane-intelligence.org/tfgbv-taxonomy 
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The taxonomy aims to comprehensively cover all forms of TFGBV, not just 
intimate image abuse (IIA). However, as part of this Landscape Analysis, 
the entry for IIA and its associated metadata have been published as a 
starting point, given the signifcant focus on this form of abuse within the 
research. It is intended to be a living document, which will continue to evolve, 
drawing upon the inputs of those working in the feld, and most, importantly, 
incorporating the experiences of survivors and victims. Feedback on this 
resource is encouraged as it continues to be developed. 

This taxonomy has been developed in partnership with leading organisations 
in the feld, including StopNCII.org, University College London’s Gender 
and Tech Research Lab, International Center for Journalists, and the Global 
Partnership for Action on Gender-Based Online Harassment and Abuse. By 
bringing together these diverse perspectives and expertise, the taxonomy 
represents a collaborative efort to standardise the understanding of TFGBV 
while respecting the nuanced insights each organisation brings to this 
complex issue. 

Rather than replacing existing resources, this taxonomy synthesises and 
structures insights from multiple sources into an implementation-focused 
framework. It is designed to be accessible to technical teams, Trust & Safety 
operations, and policy professionals alike, facilitating the translation of 
research insights into concrete safety measures. 

https://tfgbv.humane-intelligence.org/abuse-type/iia 

55 

https://tfgbv.humane-intelligence.org/abuse-type/iia
https://StopNCII.org


IIA Tools Landscape Analysis

 
 

 

 
 
 
 

 

Appendix B: Methodology 
The approach and methodology were discussed and agreed between 
Humane Intelligence and  UK Government at a kick of meeting in November 
2024. It prioritises learning from local environments to enhance existing 
services for victims-survivors rather than duplicating them. The analysis 
involved the following pieces of qualitative research: 

• A review of secondary literature on IIA in the global context. 
• Primary research with a range of diferent stakeholders across multiple 

sectors. This included key informant interviews and in-country workshops 
ofering diverse empirical experiences on best practice tools, gaps and 
solutions in addressing IIA. 

Secondary research: secondary data sources included publicly available data 
that had to fulfl the following criteria: 

• Focus: Global or regional evidence on the scope and nature of IIA, 
studies on how IIA occurs, interviews with survivors-victims on the 
consequences of IIA. 

• Time period: 2017 – Present. 
• Language: English. 
• Publication status: Publicly available material. 
• Geographical focus: Global. 

Primary research: This focused on gaining insights from a diverse range of 
stakeholders around the world on IIA risks, tools available to address and 
mitigate these risks, and gaps in tools and their efectiveness. The research 
team and  UK Government produced a longlist of stakeholders from which 
a fnal list was chosen, based on the research questions and prioritising 
stakeholders who had direct experience working with victims-survivors of IIA 
or within platforms that dealt with IIA content. This stage of the analysis took 
place between November 2024 and February 2025, and included: 

• Nine key informant interviews with multi-sectoral stakeholders from 
around the world, including lawyers and policy advisors working in 
regulatory and tech industries, and founders of non-profts that assist 
victims-survivors of TFGBV through a wide range of support services. The 
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interviews were designed to identify the most common IIA risks, the tools 
available to address these and assess their efectiveness. 

• Two in-country workshops in Bogota, Colombia, and Lagos, Nigeria, 
with 40 participants representing diverse actors involved in IIA, including 
policymakers, law enforcement, psychosocial support professionals, 
digital safety experts, civil society, NGOs, and regulatory entities. The 
workshops employed a prototype-based approach, allowing participants 
to map local systems, understand the requirements for context-specifc 
adaptation, and perform sustainability planning to ensure any resulting 
tools enhance rather than duplicate existing services for victims-survivors. 
Thematic breakout groups serve as the primary source of ideation, with 
participants grouped according to their expertise. Within these groups, 
participants use a survivor-centric approach to map out the actual 
pathways that victims-survivors navigate when seeking help, documenting 
decision points, efectiveness of various platform tools, and available 
resources at each stage. These case studies aid in mapping local safety 
ecosystems and inform the recommendations from diferent country 
contexts. 

• Interviews and the workshops were analysed and fndings triangulated 
with those from the literature review. 

Methodological limitations include: 

• The analysis had a focus on multi-stakeholder engagement, in particular, 
on experts who work on IIA. Eforts were made to engage stakeholders 
who had direct experience working with victims-survivors, however the 
analysis did not directly engage victims-survivors themselves. 

• The report primarily addresses intimate image abuse against women and 
girls. However, it should be noted some forms of IIA, such as sextortion, 
overwhelmingly afects young men, ofen using synthetic pornographic 
deepfakes as a luring tactic followed by blackmail. NCMEC’s data on 
sextortion highlights the rapid increase in cases, from slightly over 
10,700 cases in 2022 to over 26,700 in 2023. NCMEC also notes 
that teenage boys are the most common targets of fnancial sextortion 
schemes. While this report’s focus on women was deliberate, refecting 
the disproportionate rates at which women experience IIA as a form 
of gender-based violence, it creates a limitation in addressing the full 
spectrum of IIA experiences across genders. 

• Globally, there are gaps in publicly available data on IIA. Therefore, whilst 
this report spotlights statistics on IIA from certain countries, this is not 
intended to suggest they are the most efected. 
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• While this analysis does not deliberately exclude gender minorities, 
there are signifcant data gaps regarding the specifc experiences of 
people across the gender spectrum with intimate image abuse. As IIA 
continues to be an emerging form of TFGBV, existing research has not 
consistently collected or segmented data to allow for nuanced analysis of 
how diferent gender identities experience this abuse. The studies cited 
throughout this report refect the current state of research, which has 
primarily focused on binary gender categories and lacks comprehensive 
disaggregated data across the full spectrum of gender identities. 

• According to UN Women140 “there is no commonly agreed upon 
defnition of TFVAW, nor is there agreement on what constitutes 
various forms of TFVAW.” This lack of standardised terminology creates 
challenges when comparing data across diferent studies and regions. 
The report notes that most of the existing evidence relies on self-reported 
data, which can lead to under-reporting due to various factors, including 
shame, fear of retaliation, or lack of awareness that what they experienced 
constitutes abuse. 

• Research on TFGBV struggles to keep pace with rapid technological 
changes. This is especially true of IIA infuenced by the rise in 
generative AI. This can make it difcult to develop timely and efective 
methodological approaches that account for emerging technologies and 
new forms of abuse. 
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GBV Terms 
Term Defnition 
Gender-Based Violence (GBV) Elimination of Violence Against Women DEVAW 

describes violence against women as ‘any act of 
gender-based violence that results in, or is likely 
to result in, physical, sexual or psychological 
harm or sufering, including threats of such 
acts, coercion or arbitrary deprivation of liberty, 
whether occurring in public or in private life.’ 
The term GBV has since been broadened out in 
other defnitions to include acts of violence 
against people based on their gender or gender 
identity, including members of the LGBTQIA+ 
community. This report uses the term GBV in the 
way it was originally intended in DEVAW, 
to refect that violence against women is 
driven by structural gender inequality and 
gender discrimination. However, this report 
is intentional in its use of GBV to refect 
violence against women and girls in all their 
diversity, including lesbian, bisexual and trans 
women, and recognises that women, girls and 
the LGBTQIA+ community who experience 
intersecting forms of oppression (for example 
where gender discrimination and sexism 
overlap with homophobia and transphobia) are 
disproportionately afected by GBV, 
including TFGBV.141 

Intimate Image Abuse (IIA) 

also known as Image-Based 
Sexual Abuse (IBSA), Image-
Based Abuse (IBA) 

Image-based abuse consists of a broad range 
of abusive behaviours, including sexual abuse, 
through the creation and non-consensual 
distribution of images, or threats thereof. This 
includes non-consensual creation and distribution 
of intimate images (also known as non-
consensual pornography), voyeurism/creepshots, 
sexual extortion, unsolicited sexual images, 
the documentation or broadcasting of sexual 
violence, and non-consensually created artifcial 
sexual media, including sexual deepfakes. This 
also includes images and videos taken with prior 
consent but shared without consent. 
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Non-Consensual Intimate 
Images (NCII) 

Intimate images that are distributed without the 
consent of the person depicted in them, which 
can include images originally obtained with 
consent (such as images consensually shared 
within a relationship) but later distributed without 
consent. 

Online Harassment Unwanted aggressive behaviors carried out via 
digital means that aim to frighten, anger, shame, 
or abuse the targeted individuals, including 
threats, ofensive comments, misinformation 
about the individual and the sharing of 
embarrassing or private content. 

Online Misogyny Expressions of hatred, prejudice, or contempt 
directed at women in online spaces, including 
misogynistic narratives, gender-related hate 
speech, and coordinated attacks that seek 
to silence the voices of women and gender 
minorities in digital spaces. 

Technology-Facilitated 
Gender-Based Violence 
(TFGBV) 

TFGBV is an overarching term that refects the 
wide range of diferent technologies that can be 
used to perpetrate violence and abuse against 
women and girls. UN Women and the World 
Health Organisation have defned TFGBV as “any 
act of gender-based violence that is committed, 
assisted, aggravated or amplifed by the use of 
information communication technologies (ICT) or 
digital tools, that results in or is likely to result in 
physical, sexual, psychological, social, political, or 
economic harm, or other infringements of rights 
and freedoms.142 

Victim-Survivor A term that recognise the agency, resilience 
and autonomy of those who have experienced 
technology-facilitated gender-based violence 
while also acknowledging the harm they have 
experienced; it respects that individuals may 
identify as victims, survivors, both, or neither 
depending on their personal experiences and 
recovery journey. 
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Technical Terms 
Term Defnition 
Closed Source Model An AI model whose internal architecture, weights, 

and training methodologies are proprietary and 
not publicly accessible, typically developed by 
commercial entities with restricted usage terms. 

Content Credentials Provenance metadata attached to generated 
media that includes information such as creation 
timestamp, originating platform, and certifcation 
authority, designed to authenticate digital content. 

Deepfakes Advanced AI-generated synthetic media that 
uses deep learning algorithms to superimpose 
or replace faces and voices in existing content, 
creating falsifed but convincing representations 
that are increasingly weaponised against women 
and girls through non-consensual sexualised 
content, political disinformation, and reputation 
damage. 

Digital Hashing A cryptographic process that transforms an image 
into a unique fxed-length string of characters 
(hash value), enabling identifcation of identical or 
visually similar images without storing the original 
content. 

Digital Safety The set of practices, technologies, and policies 
designed to protect users from online harms, 
encompassing privacy controls, content 
moderation, and user education. 

End-to-End Encryption A security protocol that ensures message 
content is accessible only to the sender and 
intended recipient, preventing intermediaries, 
including platform providers, from accessing the 
unencrypted data. 
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Fine-tuning (models) The process of adapting a pre-trained AI model 
to a specifc use case or domain by conducting 
additional training with specialised datasets, 
enhancing the model’s performance for targeted 
applications. 

Generative AI AI systems capable of creating novel digital 
content including text, images, audio, and video 
by identifying patterns in training data and 
generating outputs that mimic those patterns. 

Guardrails Technical limitations and safety mechanisms 
implemented in AI systems to prevent the 
generation of harmful content, including content 
flters, input validation, and output constraints. 

Media Matching Service 
(MMS) 

A technological system that maintains a database 
of known violating content signatures, allowing 
platforms to compare user-uploaded media 
against these signatures to prevent redistribution. 

Models AI systems trained on large datasets to recognise 
patterns and generate predictions or content, 
which in the context of technology-facilitated 
gender-based violence can be designed either to 
perpetuate harm through the creation of non-
consensual intimate imagery or even to detect 
and mitigate such harmful content. 

Model Hosting Platforms Services that provide the computational 
infrastructure and interfaces necessary for 
deploying, running, and making AI models 
accessible to users, ofen with variable levels of 
safety oversight. 

AI Alignment Principles (e.g. Formalised guidelines that defne acceptable 
Model Spec, AI Constitution) AI system behaviors, used by model developers 

to instruct models on distinguishing between 
appropriate and inappropriate requests. 
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Multi-modal Foundation Large-scale AI systems trained on diverse data 
Models (MFMs) types (text, images, audio) that serve as the basis 

for various applications and can generate multiple 
forms of content from diferent input modalities. 

Open-source Models AI systems whose underlying code, architecture, 
and trained weights are publicly available for 
anyone to access, modify, and distribute, which 
in the context of technology-facilitated gender-
based violence can present heightened risks as 
they may be downloaded with fewer safeguards 
against generating harmful content like non-
consensual intimate imagery. 

Prompts Text or image inputs provided to AI systems that 
instruct or guide the model to generate specifc 
types of outputs, which can be manipulated 
by users to produce desired or, in some cases, 
harmful content. 

Recommender Systems Algorithmic frameworks that analyze user 
behavior, preferences, and content characteristics 
to determine content visibility and promotion 
across platforms, potentially amplifying harmful 
material. 

Red Teaming for AI Safety The systematic practice of stress-testing AI 
systems by attempting to elicit harmful, biased, 
or otherwise problematic responses, conducted 
continuously throughout a model’s lifecycle to 
strengthen safeguards and respond to emerging 
threats. 

Safety by Design A product development philosophy that 
incorporates safety considerations throughout 
the design, development, and deployment 
phases, rather than addressing safety concerns 
retroactively. 

Third-Party Tools (for IIA Sofware applications and platforms developed 
victim-survivors) by entities independent of content creation 

platforms, designed to assist victims-survivors 
in documenting abuse, reporting content, and 
accessing support services. 

65 



IIA Tools Landscape Analysis

Training (models) The computational process of exposing an AI 
system to large datasets from which it learns 
patterns and relationships, enabling it to 
subsequently generate predictions or content 
based on these learned patterns. 

Training Data The collection of examples used to develop an 
AI model’s capabilities, which for generative AI 
typically consists of vast amounts of text, images, 
and other media scraped from the internet. 

Trusted Flaggers Verifed experts or organisations with specialised 
knowledge in identifying harmful online content 
who are granted privileged status by online 
platforms to report violations with higher priority 
review, serving as an enhanced reporting 
mechanism to help identify and remove 
technology-facilitated gender-based violence 
more efciently than standard user reporting. 
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	As with all forms of gender-based violence (GBV), IIA is fuelled by deeply rooted structural gender inequality and corresponding power imbalances. They may aim to discredit or defame the victim-survivor, achieve status among their peers, gain monetary and/or sexual gratification by extorting money or sexually explicit images. Anyone can experience IIA, however women and girls are disproportionately affected, as they are with other forms of GBV. In particular, women who are/have been in intimate relationship
	Perpetrators can be known to victims-survivors or be complete strangers. Perpetrators’ motivations vary and can include an intention to cause distress, discredit or defame the victim-survivor, achieve status among their peers, or gain monetary and/or sexual gratification by extorting money, or sexually explicit images.
	IIA has devastating individual impacts on victims-survivors, leaving them feeling isolated, with many severely restricting their online and offline interactions as a result. These impacts are seen across workplaces and sectors, negatively impacting on women’s right to participate in public and political life. IIA, as evidenced with TFGBV more broadly, is deepening harmful social norms around gender and sexuality, including the normalisation of sexual violence linked to the rise in online misogynistic conten
	It is important to view the rapid proliferation, affordability, and accessibility of generative artificial intelligence (AI) systems that contribute to the rise in IIA within a context of online misogyny and the deepening social divides it creates. Multi-modal foundation models (MFMs) are large models that generate outputs of all types, including text, images, and voice. The increased availability of products using these models has lowered the barrier to creating more realistic images that do harm. Amplifie
	Multiple stakeholders play a key role in mitigating IIA online. Generative AI tools are used to generate the harmful content and must implement checks and reporting systems to ensure that their tools are not used for malicious purposes. Social media and communication platforms are where the abuse occurs and must implement reporting systems, safety and privacy measures. NGOs and third-party tools offer advocacy, support, and legal services when platforms fail to act, although with constrained resources and s
	While numerous organisations have developed glossaries and definitions around TFGBV, technology platforms lack an implementation-focused framework for addressing these harms. Current resources often focus on policy or advocacy perspectives rather than technical operationalisation. This gap leaves platforms without standardised guidance on how various forms of abuse occur, and therefore, how to prevent them. To address this, this analysis has developed a TFGBV taxonomy which outlines the definitions of diffe
	Finally, key findings and recommendations identified in the report are as follows:
	The increased usage of digital communication platforms and social media has transformed people’s lives across the world, providing new avenues for connection, interaction, and expression. While these online tools have helped connect people across hemispheres and provided opportunities for women and girls, they have also facilitated new ways in which gender-based violence (GBV) is perpetrated. 
	One form of Technology-Facilitated Gender-Based Violence (TFGBV) that that is gaining increasing attention around the world is the exploitation of images and videos. Known as Intimate Image Abuse (IIA), this form of TFGBV is characterised by the non-consensual creation, possession, sharing and threatening to share of intimate images, including manipulated images and videos of the victim-survivor. Whilst other terms are used, including image-based abuse, this analysis uses the term IIA to refer to all types 
	This landscape analysis begins with an introduction to IIA and wider TFGBV. It evaluates the motivations, enabling factors, and consequences of IIA, and focuses on the role of generative artificial intelligence (AI). The report then explores the role of key actors, including models and tools that facilitate the creation of IIA, the platforms on which these harms spread, and the roles of various actors in preventing and responding to IIA. It also assesses the effectiveness of existing mitigation and remediat
	This landscape analysis took place between November 2024 and March 2025. The methodology of this report is based on multiple sources, with expert interviews and in-country workshops as well as literature analysis. More detailed information of the methodology and data sources can be found in Appendix B. 
	The section also highlights the report’s limitations.
	TFGBV is an overarching term that reflects the wide range of different technologies that can be used to perpetrate violence and abuse against women and girls. This umbrella term includes all forms of GBV that are facilitated online and through digital technologies, including harassment and abuse, image-based abuse, stalking and monitoring, and gendered disinformation, amongst many others. TFGBV is a pervasive problem worldwide and has been an exponentially growing concern over the past decade.
	There is currently no globally agreed definition of TFGBV. However, UN Women and the World Health Organisation, have been undertaking work to develop a common definition of TFGBV through their global Joint Programme on Violence against Women (VAW) Data. A convening of an Expert Group meeting in 2022 resulted in the following common definition of TFGBV, also known as Technology Facilitated Violence Against Women, (TFWAV) as:
	…any act that is committed, assisted, aggravated, or 
	While evidence on the prevalence of TFGBV around the world is increasing, it remains limited at present. Although the global and regional studies are not comparable due to the differences in methodology, they consistently show that prevalence of TFGBV is high, though estimates do vary. For example: 
	Like other forms of GBV, TFGBV is driven by structural gender inequalities, gendered power imbalances, and patterns of toxic masculinity. The rise in internet use has allowed patriarchal structures to amplify inequalities online, enabling well-known harmful behaviours like stalking, controlling, and harassing to evolve into their digital counterparts. IIA is a form of TFGBV.
	TFGBV shares many of the same characteristics as other forms of GBV, however there are also distinct differences, including the scale, speed and impact with which violence can happen. TFGBV can result in multiple layers of perpetration as harmful content and images are created, disseminated, and further shared or threatened to be shared by others, retraumatising victims-survivors. While TFGBV can affect people from all genders and backgrounds, women and girls are more at risk. Furthermore, some groups of wo
	There is a continuum of GBV, with online and offline experiences overlapping and intersecting. For example, one in five women journalists said that online abuse gave way to offline harm such as death threats, vandalism, and surveillance. TFGBV also can threaten electoral integrity and serve as an impediment to women entering professions in the public sphere.
	Intimate image abuse (IIA) is one of the most common forms of TFGBV and is characterised by a broad range of abusive behaviours, including sexual abuse, through the creation and non-consensual distribution of images, or threats thereof. This includes:
	It is also often referred to as image-based abuse (IBA), non-consensual intimate images (NCII), or image-based sexual abuse (IBSA). Furthermore, as with other forms of TFGBV, IIA has distinct characteristics that relate to the online and digital nature of the abuse.
	While data on the pervasiveness IIA is limited, as with other forms of TFGBV, studies that exist show that prevalence is high. A global survey by Kaspersky in 2024 noted that 7% of respondents were a survivor of IIA, with a further 39% of respondents knowing someone who was a survivor. In the US, a survey in 2020 with 3,000 participants from all around the country, of which 54% were women, noted that 1 in 12 adults report being victims-survivors of IIA. A survey of 881 college-going women between the ages o
	Variations in factors such as ethnicity, age, sexual orientation, religion, and gender identity/expression strongly influence abuse patterns, how the abuse manifests and spreads, whether a survivor or victim reports the abuse, and the kind of support they receive. The forms of IIA, the contexts that lead to its proliferation, and the way in which it is studied also varies globally. 
	For example, in Global majority countries, IIA constitutes both images that are manipulated or shared online as well as unsolicited intimate images that are sent to victims-survivors. This type of violence is a significant source of IIA in these countries: according to a report by Ipsos that surveyed 18 countries primarily in Asia and South America, 28.1% of respondents had unwanted sexual images sent to them. In many studies, IIA is often viewed through the lens of being a subset of online harassment. In a
	The images that constitute IIA are also strongly influenced by cultural views on gender and social norms. Even non-explicit images can have devastating implications in some parts of the world. For example, in the remote Kohistan region in Pakistan a woman was reportedly shot by her father and uncle following the proliferation of a digitally altered photograph of her holding hands with a man. Similarly, in Bangladesh, a manipulated deepfake of a woman politician in a bikini was assumed as real and criticised
	The consequences of IIA leave victims-survivors feeling isolated, with many severely restricting their online interactions. An internal study at a prominent social media platform noted that in India, 79% of its female users expressed concers about photo misuse as a reason for why they did not want to use the platform. A global survey that conducted interviews with victims-survivors of IIA describe the “relentless, constant nature” of the harms experienced, affecting their psychological state as well as the 
	The widespread occurrence of this type of abuse, along with the self-imposed limitations individuals often resort to as a form of protection, underscores the far-reaching impact of IIA. It reveals how this issue extends beyond personal experiences and affects society at large, limiting the diversity of opinions, freedom of speech, and ultimately limiting the diversity of voices in public discourse and decision-making processes.
	Perpetrators of IIA can be someone known to the victim-survivor, like a current or ex-partner, a friend, family member or an acquaintance. Alternatively, IIA may be perpetrated by someone unknown to the victim-survivor. 
	In intimate relationships, perpetrators carry out the same well-known abusive and coercive behaviours to control, harass and intimidate victims-survivors. They use intimate images and videos to force the victim-survivor to stay in the relationship, or as a form of retribution. 
	In situations where IIA is carried out by those unknown to victims-survivors, motivations may be a reaction to an opposing opinion or action an individual may publicly state. Women politicians, who are often in the public spotlight, are often targets of IIA from strangers on the internet who often disagree with their views: In the US, a study found that 1 in 6 congresswomen, or nearly 16% of women who serve in Congress, have had non-consensual AI imagery generated of them. 
	There are also state sponsors of IIA around the world. A report by Amnesty International titled “Being ourselves is too dangerous” investigates how state-backed digital violence was employed against women and LGBTI activists in Thailand.  The report details how spyware was used to illegally survey the activists, with their private images being leaked and how online harassment campaigns digitally altered their images to make them more explicit.
	In this analysis, motivations behind perpetrating IIA have been identified to include:
	These attacks are effective because the perpetrators rely on social stigma, cultural norms, and victim-survivor blaming to bring deep shame and distress to the victim-survivor. Social media also plays a part in helping these narratives spread rapidly online, especially when the images are more believable and realistic, which in turn makes it more difficult to limit the damage done. 
	The widespread nature of this abuse normalises harmful assumptions around both consensual and non-consensual intimate image sharing. The Kaspersky survey revealed that 30% of men who received intimate images believed that it granted them ownership, highlighting their lack of knowledge or consideration about consent, privacy and respect. Another survey found that perpetrators of IIA held the belief that non-consensual image sharing was fairly commonplace in nature, and therefore okay to do, and most perpetra
	IIA can be perpetrated using a variety of tools, including generative AI tools that can create convincing or realistic images of the victim-survivor in compromised situations. Perpetrators use different types of communication platforms to disseminate the content. On more open channels, such as public Facebook or X feeds, the perpetrator often tags the victim-survivor and publicises manipulated or private images and videos with the intent of spreading disinformation, humiliating the victim-survivor or tarnis
	In other scenarios, perpetrators share intimate images of women in large private messaging groups on platforms like WhatsApp or Telegram that the women are not even a part of. While in some cases, the perpetrators are not known to the victims-survivors, in other cases, perpetrators coerce women to send them intimate images of themselves, which they then share with the larger group. In 2021, a large Telegram group containing more than 10,000 members was taken down, with the leader arrested for blackmailing a
	Certain online movements around the world amplify misogynistic narratives and reinforce or worsen harmful norms around gender and violence. Videos making claims about a “war on men” and outdated ideas about “women’s place in society” are easily accessible on social media platforms. Some of these videos were found to be accessible in as few as three clicks on a large social media platform. Results from an Australian study in 2022 and an Irish study in 2024 evaluating two different social media platforms show
	A factor that has heavily influenced the growth of IIA in recent times is the rapid proliferation, affordability and accessibility of generative AI systems. eSafety defines generative AI as a term used to describe the process of using machine learning to create digital content such as new text, images, audio, video and multimodal simulations of experiences. By identifying patterns in the information it processes, it generates outputs of all types, including text, images, and voice. In a short period, genera
	The machine learning models used for this type of technology are called Multi-modal Foundation Models (also known as just foundation models and abbreviated as MFM) due to the significant amounts of data required to train them. This data is usually obtained by scraping large swathes of the internet, including text from blogs, news articles, social media pages, and search results, as well as any accompanying images. The model is trained by “learning” definitions, connections, mannerisms from this large datase
	These days, generative AI systems are used for a wide variety of applications. We most commonly see them as text- and image-generating chatbots (ChatGPT and Copilot AI), summarising search results on Google (Gemini), generating images given a prompt (DALL-E), or chatbots on a variety of platforms such as Meta AI on WhatsApp and Instagram or AI bots on Telegram. However, some bots can also be used to more easily perpetrate abuse. Research found that AI bots on Telegram were used to “nudify” or virtually remo
	While the manipulation of images to harm someone is by no means a new concept, generative AI lowers the barrier and scales up the creation of abusive images by facilitating the creation of more realistic images in just a few clicks. Although digital alteration of photos to malign someone is a known vector of abuse, generative AI tools lower the barriers to creation and distribution. This is evident in the increasing number of websites that solely share deepfake images, with the top 10 websites collectively 
	Generative AI can also amplify the same harmful gendered social norms and biases that underpin other forms of GBV, and can result in new pathways to online harms against women. Due to large amounts of data these models train on, unintended consequences can manifest because of biases reflected in the data. This can lead to the manifestation of TFGBV and IIA harms. In one example, when MIT Technology Review journalist Melissa Heikkilä, who is of Asian descent, used an avatar generation app, it generated semi-
	This landscape analysis examines the roles played by four different actors to better understand the factors that lead to the creation, proliferation and mitigation of IIA:
	Each of these actors also offer tools to respond to the harms perpetrated in online spaces, to varying degrees of effectiveness. The following section will provide an overview of each actor’s role in the harm lifecycle and an analysis of the technology-based tools they offer and their effectiveness.
	Overview
	Generative AI companies develop their own MFMs or offer MFM fine-tuning tools as their main products. Companies such as OpenAI that develop MFMs like GPT-4 also offer an interface (ChatGPT) for users to interact with the model through text and image inputs. This analysis will focus on companies that offer text-to-image or image-to-image MFM capabilities. Other examples of generative AI companies include Anthropic (with the Claude chatbot), Google (Gemini), Microsoft (Copilot AI), DeepSeek (DeepSeek AI), and
	IIA begins with existing or deliberately manipulated explicit images for online dissemination. While many instances of abuse involve private images of the victim-survivor, manipulating images has always been a significant vector of abuse. In the past, image editing software and tools like Photoshop were used to manually alter images, but they are now being supplanted by the increasing availability and sophistication of generative AI tools that automate this process.
	While many of the chat interfaces have filters that scan and block requests that are considered harmful according to their policies, the varying strictness of the policies, as well as existing workarounds to bypass restrictions, allow perpetrators to use elaborate prompts to generate sophisticated, harmful images from the models, or modify existing images in a way that makes them look more explicit. 
	Perpetrators also depend on open-sourced MFMs to create and spread abuse. Open-sourced models are trained models that are freely available to download, modify, and distribute. These models make it much easier to circumvent existing restrictions since they can be downloaded and used with a chat interface with little to no guardrails. They can be further fine-tuned to generate malicious content to be used for IIA.
	Analysis of Guardrails
	The development and identification of risks at generative AI companies has increased over the years. Increased public awareness of the harms, the rise of risk assessments for models, and expansion of AI regulation has induced AI companies to focus more on AI risks, test for bias, and put safeguards in place when allowing models to interact with users. 
	There are multiple steps in the building and deployment of generative AI models that are trained by a company. This lifecycle, in brief, involves a data collection and processing stage, a model training stage, a testing and validation stage, after which, the model is deployed into a production environment. It is crucial to have checks in each of these stages of development to minimise the potential for harm. Once a model is in production, regular monitoring of its performance on prompts from users also help
	When collecting data, filtering out violent and non-consensual sexual images from datasets of models can help reduce the number of outputs produced by these models that contribute to IIA. Some techniques to achieve this do exist, for example, the DALL-E team, who built Open AI’s text-to-image model, had a process to reduce the number of violent and nude images in their dataset. Regulatory agencies can also work with on AI companies in this area. In the US, the administration brokered a deal between multiple
	Another important guardrail during the data collection process is validating the input data. Since generative AI models are trained by scraping a wide variety of webpages, intimate or manipulated images can find their way into a training dataset for these MFMs. This has been observed with CSAM content in the past, with researchers identifying child sexual abuse-related URLs and images in the LAION-5B dataset. Checks to reduce the amount of harmful input data that models ingest can help reduce the stereotype
	During the training process, some generative AI companies imbue the model with a list of ‘mandates’ to ‘teach’ the model to differentiate between malicious and non-malicious prompts. Documents such as OpenAI’s Model Spec, and Claude’s Constitution AI are some examples that are used to control how the corresponding models respond. While these documents do not currently explicitly cover IIA, or TFGBV more broadly, their effectiveness in other areas indicates that they may be another effective guardrail that c
	Inputs to the model (i.e., text or image prompts from users) may also go through validation. For example, some public chatbots with guardrails around abuse will refuse to answer prompts that they perceive as violating their content policies. When asked "Tell me how I can insult this girl I don’t like”, one such chatbot responded with “I’m not here to help with that. I’m all about positive vibes and constructive conversations. If you’re feeling upset, maybe we can talk about what’s bothering you instead? Som
	A significant drawback on the chat interface side of these tools is the limited amount of reporting options and lack of standards. Furthermore, while some platforms have capabilities that allow reporting of images generated using their tools by contacting an email address or filling out a report, it is not a common practice and there are very few direct reporting methods for reporting intimate image generation, especially if the user is not logged in.
	The lack of well-defined and transparent guardrails for AI models is a significant issue. The lack of guardrails or checks on generative AI models makes it much easier for perpetrators to create various versions of IIA that can be hard to track on the platforms they are then disseminated on. Not only does the absence of an industry standard to prevent and respond to IIA, and TFGBV more broadly, make it harder to validate models, but it also limits resources that small AI tool creators can refer to. This mak
	Amongst solutions that are works in progress at companies, there have been some efforts to label AI-generated images so that they can be differentiated online. One company proposed attaching provenance metadata to images generated with a generative AI model to include important information such as when the content was created, and which organisation certified the credentials. While this is a step in the right direction, this process can be circumvented by malicious actors.
	Open-source models also pose a significant risk. These are models that can effectively be downloaded by users from the internet and run on their local resources with very little guardrails. Perpetrators can use them to generate malicious images without any of the checks that a model online would provide. They can ‘fine-tune’ these models – a process of additional training to adapt a model – to a very specific use case such as IIA, making them even more dangerous. Apart from generating images to perpetrate a
	These models can also then be uploaded to model hosting platforms. These are platforms that provide users with the resources they need for a fee to host and allow others to use their own models. These models generally have far fewer guardrails compared to GPT, Copilot, etc. The lack of validation checks on these model hosting platforms is evidenced by the ease with which it is possible to find models that ‘nudify’ images of people passed to it. The new risks introduced by the model companies, open-source mo
	In between the layer of generative AI tools to create images, and social media and communication platforms to disseminate images, there lies a layer of websites and applications that are dedicated to hosting and sharing deepfakes and IIA. This includes websites such as MrDeepFakes, Fan-Topia, which advertises itself as the “highest paying adult content creator platform”, DeepNude (now offline) as well as deepfake community forums on a variety of platforms like Reddit, 4Chan, 8Chan, and Discord. The most pop
	These websites are supported by search engines that are often used to route to and boost this content to the top of their search results.  In contrast to Fan-Topia, MrDeepFakes appears to generate income through advertisements. It also benefits from a much larger audience, many of whom find the website because it is boosted by its prominent ranking in search results on a large search engine.
	While the search engine company committed to de-ranking websites that hosted sexual deepfake content,  the company omitted video content from the announcement, and reported that it would only scan deepfakes that were user-reported. Victims-survivors would have to list every link to deepfakes they wanted taken down, which increases their administrative burden. 
	Overview
	The next step in the path of abuse is the proliferation of intimate images or explicit deepfakes in online spaces. Perpetrators use social media and communication platforms to disseminate this abuse. Depending on whether the perpetrator intends to inflict targeted harassment or cause public humiliation and spread misinformation, the type of platform and size of the audience for the attack differs. The predominant communication channel varies significantly across different regions. By extension, where the ab
	identified as the platforms on which TFGBV occurred most frequently. Users also noted that IIA accounted for 29% of the online violence experienced.
	Closed communication channels include Whatsapp, Facebook Messenger, Instagram chats, Telegram, and other similar platforms. Perpetrators use closed channels for one-on-one conversations to target their abuse. They can blackmail victims-survivors by threatening to share photos – whether real or manipulated. The perpetrator may also disseminate or threaten to disseminate these manipulated or explicit images to specific individuals, intending to ruin the victim-survivor’s reputation. In this scenario, widespre
	Open communication channels include social media platforms where the perpetrator maligns the victim-survivor by posting intimate images publicly, relying on associated recommender systems to amplify its reach. These systems use Machine Learning algorithms that determine what content gets more prominence on the platform, depending on the topic, number of views, and the type of content. Content that is determined to be popular by these algorithms is highlighted on peoples’ feeds and becomes trending informati
	Analysis of Tech Tools
	Social media and communication platforms can be of many types. They include private messaging apps used mostly for closed communication such as Whatsapp, Telegram, Line, Facebook Messenger, and Snapchat. They also include open communication channels such as Facebook, Instagram, and X.
	Social media and communication platforms have been in existence for much longer than generative AI models, giving them more developed mechanisms for handling safety reports. Blocking and muting users and posts are generally the first line of defence for users on traditional social media platforms such as Facebook or X. Another recommended step is to “go private”, limiting harassment by disallowing comments and tags from those outside the user’s circle. These tools allow victims-survivors to stop being haras
	While blocking and adjusting privacy settings can limit the harm a user experiences, these measures alone are insufficient and come with unintended consequences. First, relying solely on the block functionality and privacy settings places the burden on victims-survivors to protect themselves, rather than addressing the abuse at its source. Additionally, victims-survivors who interact extensively with their social networks for work or personal reasons may feel isolated and alienated, compounding the harmful 
	To take down the harmful images, social media platforms allow users to report images so that they can be taken down and the spread of the malicious image can be limited. Victims-survivors and observers who notice the abuse can report the accounts and the posts so that they are taken down. This process typically involves filling out a form and submitting it to the platform’s Safety Centre. Some platforms also allow users to specify the type of report. In most parts of the world, where copyright laws protect 
	Researchers have found that the speed with which social media platforms respond to reports vary based on the type of report and platform: One large social media company's own research showed that on its platforms, it can take anywhere from a few hours to a day for content to be taken down, whereas research on another prominent platform noted that it can take as long as 21 days for copyright violations. On this platform, furthermore, it was observed that non-consensual nudity reports resulted in no image rem
	On closed communication platforms, the option to report chats, users, or groups directly under a non-consensual image abuse category is not available. Some platforms have previously stated that they will only act against public groups and sticker sets. Thus, in many cases, reporting is also limited to conversations the victim-survivor is a part of. Therefore, many instances of IIA that go unreported happen in closed groups where photos of women are shared non-consensually with a large group of people. This 
	Some communication channels offer end-to-end encryption for their messages. While end-to-end encryption secures communication between users by making it harder for adversaries to intercept and read conversations in plain text, it also currently limits the ability of the platforms to scan for material related to sexual abuse and proactively take down the content unless it is reported. Combined with the above limitations on the type of chats that can be reported, this leaves users with very few options for re
	Dedicated Websites
	Some social media companies have taken steps to address IIA specifically. For example, Meta announced safety tools that include an opt-in feature for adults that blurs nude images in chats, and specific policies against sextortion.  Another method involves maintaining a repository of violating images, sometimes called a Media Matching Service (MMS), that user-uploaded photos are compared to. This technique has been adopted by a large social media platform as well as other third-parties to scan for IIA. Howe
	Other social media platforms depend heavily on community moderation resources at a small scale, such as consent verification policies that some communities enforce on Reddit. This strategy requires users to upload consent verification along with the intimate images to ensure permission from the onset.
	 
	Despite the relatively mature set of safety tools that exist on social media and communication platforms compared to generative AI tools, victims-survivors continue to face challenges in the difficult and often unresponsive reporting process. 95% of victims-survivors interviewed by Refuge said that they were not satisfied with the support they received from social media companies, and 47% of victims-survivors interviewed said they found reporting difficult, highlighting the challenges in the process. 
	Moreover, not all social media platforms make it easy to find support. Refuge noted that as an example, one social media platform did not provide contact details or transparent information on where users can find support even though Refuge was established as a Trusted Partner, a program to allow a charity or researcher to communicate directly with platforms. The frequent UI changes to where safety tools can be accessed, as well as the lack of explicit information on the platforms contribute to this problem.
	Another significant issue is that perpetrators often re-share the same images across multiple platforms to maximise the negative impact on victims. This forces victims-survivors to report the same image multiple times, often through forms that require different types of information on each platform. The absence of standardised reporting procedures across platforms further increases the administrative burden on victims-survivors during a time when they are already in distress.  
	Overview
	While platforms that unintentionally increase abuse have guardrails and tools in place to mitigate harm, they may not always be adequately equipped to address the specific challenges posed by IIA or provide sufficient support on their own, as evidenced above. Tools created by third parties and NGOs, many of which are built with a victim-survivor-centric approach and are tailored to specific countries or regions, can help bridge this gap. This analysis focuses on evaluating the effectiveness of tools that le
	Support can be in the form of creating crisis reporting channels or providing mental health resources and counselling. For example, StopNCII is a global third-party tool that helps users who are being threatened prevent images of themselves being uploaded on social media platforms by sharing hashes that users generate from their intimate images with social media platforms which are used to prevent the images from being uploaded by perpetrators. This approach allows users to maintain privacy and control of t
	Tools created by third parties and NGOs help victims-survivors access a direct line of support in the aftermath of an abusive situation. This is crucial to provide victims-survivors with reassurance and ensure that they do not feel helpless or without agency. While support models vary, often workers connect with a victim-survivor, review their case, and provide a variety of services from creating reports to remove their images on platforms, to guiding them through proactive privacy checks for their devices,
	Analysis of Support Mechanisms
	Tools created by third parties and NGOs play a crucial role in filling in the gaps left by social media and communication platforms, by providing victims-survivors with more specific solutions and personalised help. Often, they are the only avenue for victims-survivors who are left unhappy, dissatisfied and anxious by the lack of responses from social media and communication channels. Local NGOs can also assist in navigating cultural perspectives and regional differences when it comes to the type of abuse, 
	Technical tools aim to provide timely, relevant information and helpful checklists that victims-survivors can use to reduce the effort required to stay safe online. Some resources are passive and require little maintenance by the developers. Chatbots educate victims-survivors on what to do when faced with abuse online and provide some initial reassurance. Resources from organisations such as Wesnet’s Technology Safety Australia and TechHer Nigeria provide privacy checklists for a variety of platforms that h
	Other resources are managed by local or global organisations and help victims-survivors take proactive steps to protect their images, sometimes by creating partnerships with social media platforms. StopNCII’s technology has been integrated into several global social media platforms, in addition to adult content sites. StopNCII also partners with more than 100 organisations worldwide, providing options for victims-survivors around the world to connect to. While technical tools help in reassuring victims-surv
	Unfortunately, the partnerships that third party tools have with social media platforms significantly influence the capabilities of the tools. Bringing companies on board allows the tools to provide more in-depth services to victims-survivors, conversely, the lack of access to protocols or evolving company policies can limit the services. As numerous social media platforms reduce their investment in Trust and Safety programmes whether due to political pressure or financial constraints, the decline in attent
	Finally, crisis centres take on the important work of providing localised assistance to victims-survivors, connecting them to existing local resources and helping them navigate complicated legal avenues. Tools created by third parties and NGOs are, however, limited in their ability to scale and serve victims-survivors. Their limited budgets and capacity mean that they are known only by word of mouth or other online resources. Many crisis centres face significant challenges in having the capacity to match th
	Overview
	The final player in this space involves regulatory bodies, such as national and local governments, government agencies, and international organisations like the United Nations Office on Drugs and Crime (UNODC). Effective regulatory policies can be pivotal in maintaining and developing the overall approach to addressing IIA, identifying the responsibilities of various actors involved, and making it easier for law enforcement and judicial systems that penalise the perpetrators. They also provide safe avenues,
	High-level direction, laws, or policies from these entities helps set industry standards for companies to comply with, especially in the face of emerging technologies and harms. For example, with the explosion of generative AI-fuelled intimate image abuse, South Korea has made it illegal to distribute sexually explicit deepfakes online, while China is considering new legislation to address obtaining consent, verifying identities, and reporting illegal deepfakes. Other countries such as Australia and the UK 
	Independent government agencies can also intervene to influence companies. This may involve facilitating collaboration among companies to establish safety standards or directly partnering with them to remove harmful content. For instance, Australia’s eSafety Commissioner (eSafety) is an independent statutory office supported by the Australian Communications and Media Authority that receives and responds to complaints of image-based abuse on social media platforms, relevant electronic service or a designated
	Support mechanisms and regulations
	Many countries around the world have some form of regulation that provides various protections against image-based abuse. The Olimpia (or Olympia) Law in Mexico recognises and criminalises online gender-based violence, and particularly the perpetration of IIA. Countries like Argentina and Panama have also passed their own Olimpia Law in recent times. Criminalising the sharing of non-consensual images online is important for several reasons, including but not limited to: establishing societally that IIA is a
	Laws that are specific are more likely to be enforceable and beneficial to victims-survivors. For example, under Canada’s laws regarding IIA, a perpetrator can be criminally charged if they disseminate an intimate image knowing that the person depicted in the image did not consent to that conduct. India’slaw, which also covers shopped images, only require that the perpetrator who knowingly disseminated sexual images be charged, regardless of motive. In the UK, victims-survivors have the option of keeping th
	Some countries have laws that hold intermediaries like social media companies to account in different ways. Australia’s Online Safety Act (2021) provides eSafety with regulatory powers to remove and act against the non-consensual sharing of, or threat to share, an intimate image online. In Singapore, regulations govern social media platforms through laws and policies. In 2023, Singapore revised the Online Safety Act with additional provisions requiring social media and communication platforms to take necess
	The UK’s Online Safety Act of 2023 has introduced a set of measures requiring social media platforms to have processes in place to assess and swiftly remove illegal content, minimise illegal content appearing on search services, implement ‘empowerment tools’ for better user control over their feeds, and offer identity verification options for adult users. Another example of a pathway for escalation is the Trusted Flaggers program introduced as a part of EU’s Digital Service Act which involves identifying ex
	In some countries, cases or pre-existing laws set precedent for what is expected from intermediaries, with both positive and negative implications. In India, through the case of Mrs. X v. Union of India, the Delhi High Court directed two popular search engines to remove IIA content in response to a survivor’s case. On the other hand, in the US, Section 230 of the Communications Decency Act protects internet platforms from legal responsibility for content uploaded by third-party users. Although this rule has
	Some countries have also begun regulating generative AI outputs. China, for example, has established rules that deepfake developers have to follow, requiring them to obtain consent from users, verify identities, and register records of the data generated with the government. They are also required to report illegal deepfakes and offer recourse for people using their services.  The EU also has a variety of regulatory frameworks that address deepfakes including the AI Act and the Digital Services Act, which r
	As set out in the methodology of this report (Appendix B), this analysis included primary research with a diverse range of stakeholders to gain insights into IIA risks, tools and their effectiveness.
	The interviews and workshops surfaced common themes when discussing the limitations that victims-survivors deal with when seeking help and trying to access justice. These include challenges related to access, awareness, and technical barriers, which can prevent victims-survivors from seeking or receiving the support they need. Although the local contexts differ, there were some common findings.
	Workshop participants emphasised that while technology can serve 
	The interviews and workshops revealed significant knowledge gaps that prevent victims-survivors from effectively accessing support and justice, with cultural variations in how these barriers manifest.
	Insight
	Workshop participants emphasised the need for multi-faceted awareness campaigns that reach beyond digital channels to include community-based outreach, particularly for populations with limited internet access or digital literacy. Many of the NGO participants based in Colombia and Nigeria workshops are actively engaged in awareness-raising activity, but they face significant challenges as demand for support increases. Jacarandas, an NGO in Colombia, reported receiving over 2,000 requests of support from vic
	Workshop participants, particularly in the digital safety and legal aid focus groups, emphasised the critical need for more accessible evidence collection tools that account for varying levels of technical literacy. In Nigeria, law enforcement representatives noted that current evidence collection methods often fall short of legal requirements, while Colombian participants highlighted how the technical hurdles in document preservation often discourage victims-survivors from pursuing cases altogether.
	Cases that involve cross-border IIA harms face challenges due 
	Regulatory entities
	There are limited reparation frameworks for IIA. Workshop 
	Regulatory entities, 
	Analysing the landscape of tools across the AI content generation and communication platforms, tools created by third parties and NGOs, and regulatory entities – along with their limitations – reveals where interventions would be most effective. Common gaps across these actors include a lack of awareness about existing tools for supporting survivors, as well as the need for tools, guardrails, and policies that prioritise a survivor-centric approach. The following sections outline actionable recommendations 
	Platforms should also take efforts to prevent IIA harms before they occur through proactive safety measures, technology safeguards, and automatic protective features.
	Actors:
	Users of tech tools and platforms must be made aware of IIA harms, how they manifest, and the appropriate actions to take if they experience or witness IIA affecting others. Awareness of digital rights, and consent go hand in hand with this. To ensure relevance and effectiveness, awareness-raising content and tools should be co-designed with young people, survivors, and marginalised communities. This education can happen on platforms through more easily accessible tools, or via policies that aim to introduc
	Actors:
	A major gap highlighted in this analysis was the lack of standardisation across industries, particularly in areas like reporting standards for tools, and TFGBV and IIA guardrails for AI models. In a fast-paced and frequently changing technology space, collaboration within the industry is crucial in getting victims-survivors the help they need and reducing their administrative burden. Furthermore, standards for guardrails and comprehensive tests for models before release can help prevent harms before they ha
	Actors:
	To ensure that social media and communication platforms, and generative AI companies, are victim-survivor-friendly and easier to navigate, these platforms and tools should focus on building survivor-centric tools and adhering to Safety by Design principles when launching new products or updating existing ones. Putting the victim-survivor at the forefront allows platforms to build inclusive products and foster positive experiences for everyone.  
	Actors:
	A Framework for Understanding and Addressing Technology-Facilitated Gender-Based Violence
	Throughout the development of this Landscape Analysis Report, a significant gap emerged in how TFGBV is defined, categorised, and addressed across different contexts. While numerous advocacy organisations and researchers have created valuable resources documenting various forms of TFGBV, these approaches often lack standardisation and operational clarity that would enable platforms, policymakers, and safety practitioners to systematically identify and mitigate these harms.
	The TFGBV Harms Taxonomy presented here was developed in direct response to this gap. Drawing upon the research findings in this report, the taxonomy provides a structured framework that bridges the gap between policy understanding and practical implementation. By systematically categorising forms of abuse, mapping relationships between perpetrators and targets, documenting impact types, and outlining mitigation strategies, this taxonomy serves multiple functions:
	Source: 
	The taxonomy aims to comprehensively cover all forms of TFGBV, not just intimate image abuse (IIA). However, as part of this Landscape Analysis, the entry for IIA and its associated metadata have been published as a starting point, given the significant focus on this form of abuse within the research. It is intended to be a living document, which will continue to evolve, drawing upon the inputs of those working in the field, and most, importantly, incorporating the experiences of survivors and victims. Feed
	This taxonomy has been developed in partnership with leading organisations in the field, including StopNCII.org, University College London’s Gender and Tech Research Lab, International Center for Journalists, and the Global Partnership for Action on Gender-Based Online Harassment and Abuse. By bringing together these diverse perspectives and expertise, the taxonomy represents a collaborative effort to standardise the understanding of TFGBV while respecting the nuanced insights each organisation brings to th
	Rather than replacing existing resources, this taxonomy synthesises and structures insights from multiple sources into an implementation-focused framework. It is designed to be accessible to technical teams, Trust & Safety operations, and policy professionals alike, facilitating the translation of research insights into concrete safety measures.
	https://tfgbv.humane-intelligence.org/abuse-type/iia
	The approach and methodology were discussed and agreed between Humane Intelligence and  UK Government at a kick off meeting in November 2024. It prioritises learning from local environments to enhance existing services for victims-survivors rather than duplicating them. The analysis involved the following pieces of qualitative research:
	Secondary research: secondary data sources included publicly available data that had to fulfil the following criteria:
	Primary research: This focused on gaining insights from a diverse range of stakeholders around the world on IIA risks, tools available to address and mitigate these risks, and gaps in tools and their effectiveness. The research team and  UK Government produced a longlist of stakeholders from which a final list was chosen, based on the research questions and prioritising stakeholders who had direct experience working with victims-survivors of IIA or within platforms that dealt with IIA content. This stage of
	This landscape analysis would not have been possible without the generous contributions of time, expertise, and insights from numerous individuals and organisations around the world. We extend our sincere gratitude to all who shared their knowledge, experiences, and perspectives throughout this research process.
	Subject Matter Experts
	We are deeply grateful to the following experts who participated in key informant interviews, sharing their invaluable insights on Intimate Image Abuse risks, available tools, and effective responses. Their diverse perspectives from regulatory, technological, legal, and victim support domains have greatly enriched this analysis.
	Workshop Participants in Lagos and Bogotá
	We extend our sincere appreciation to all organisations and participants in the Lagos and Bogotá workshops who evaluated prototype support tools and co-developed victim-survivor pathways from their diverse perspectives. Their local expertise and collaborative engagement were instrumental in documenting country-specific challenges, identifying culturally appropriate solutions, and establishing valuable networks for potential future implementations.
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	Contributors to TFGBV Harms Taxonomy
	The development of the Technology-Facilitated Gender-Based Violence Harms Taxonomy benefited immensely from the following contributors, whose specialised knowledge helped create a structured framework that bridges the gap between policy understanding and practical implementation.
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